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Multilingual technologies, which to a large extent are language independent, provide a powerful 
support for easier building of annotated linguistic resources for languages where such resources are 
scarce or missing. All these technologies require parallel corpora in order to achieve their ends. 
Parallel texts encode extremely valuable linguistic knowledge because the linguistic decisions made 
by the human translators in order to faithfully convey the meaning of the source text can be traced and 
used as evidence on linguistic facts which, in a monolingual context, might be unavailable to or 
overlooked by a computer program. In this paper we will briefly present some underlying 
multilingual technologies and methodologies we developed for exploiting parallel corpora and we 
will discuss their relevance for cross-linguistic annotation transfer and applications. 
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1. INTRODUCTION 

In not a too distant past, parallel data was hard to come by. Nowadays, the Internet plays an important 
role in acquisition of all sorts of data. Among the diversity of written material available, the interested 
researcher can find lots of parallel texts that more often than not (for some notable exceptions see for 
instance the JRC Acquis corpus1 or the Hansards corpus2) take the form of multilingual WEB sites. Parallel 
corpora encode extremely valuable linguistic knowledge in that the linguistic decisions made by the human 
translators in order to faithfully convey the meaning of the source text, can be traced and used as evidence on 
linguistic facts which, in a monolingual context, might be unavailable to, or overlooked by a computer 
program.  

The automatic identification in a parallel corpus of the segments of texts that represent reciprocal 
translations is a prerequisite for taking advantage of the implicit linguistic knowledge embedded into the 
translations. This problem, known as parallel corpus alignment, can be defined at various levels of text 
segmentation granularity (paragraph, sentence, phrase, word) with different degrees of difficulty. The 
computational approaches to the alignment problem range from symbolic/rule-based to purely statistical ones 
and one could easily find arguments for/against each of these approaches. Lately, with more parallel data 
available, there is a visible tendency towards statistical approaches, but in general, the best compromise 
between the expected accuracy and the necessary development efforts can be reached by taking a mix 
approach. Irrespective of the text segmentation granularity and of the prevalence of either a rationalistic or an 
empirical model in a mix approach, the larger the parallel corpus, the better the alignment accuracy 
(obviously, for purely statistical approaches, mass data is even more critical). On the other hand, depending 
on the alignment granularity, required accuracy, and the purpose of the alignment, the input textual data 
might need pre-processing steps in all languages of the parallel corpus (e.g. sentence splitting, tokenization, 

                                                            
1 http://langtech.jrc.it/JRC-Acquis.html  
2 http://www.isi.edu/natural-language/download/hansard/  
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POS-tagging and lemmatization) or at least in one of the languages of the corpus (e.g. chunking, dependency 
linking/parsing, and word sense disambiguation).  

Two segments of texts from a bitext which represent reciprocal translations make a translation unit. A 
translation unit may contain, in one or both paired languages, one or more textual units (paragraph, sentence, 
phrase, word) and one distinguishes between the 1:1 and non-1:1 alignment translation units. While at the 
paragraph granularity level the non-1:1 alignments are exceptional (most sentence aligners assume the 
number of paragraphs to be the same in the two sides of a bitext, and thus only 1:1 alignments are 
considered), at the sentence or phrase level they are quite rare (usually no more than 5-10% of the total 
number of translation units). At the word level, the non-1:1 alignments are more frequent and their number 
strongly depends on the language pair and on the type of translation (literal versus free translation). Another 
source of increased difficulties for fine-grained alignments is that while at the paragraph and (to a large 
extent) sentence level the ordering of the textual units is preserved in both sides of a bitext (discourse 
coherence requirement), at the finer grained level this is not true in general (the word or phase ordering being 
ruled in each language by its syntax). 

In this paper we will discuss the use of a mix approach to the alignment problem, focussed on the 
finest-grained level, the word alignment. Word-alignment technology stemmed from the research in 
Statistical Machine Translation (SMT), which is the first and best known use of it. Here, we will describe 
some less advertised but very useful applications of the word-alignment technology in lexical semantics 
knowledge acquisition and validation and in cross-lingual transfer of linguistic (syntactic and semantic) 
annotations. 

The paper is organised as follows: in section 2 we briefly describe the preliminary pre-processing steps 
required for a high accuracy word alignment as well as the lexical alignment itself.  The 3rd section is 
dedicated to the use of word aligned parallel texts. First we discuss the problem of the word-sense 
disambiguation (WSD) and we will show how a WSD application can serve to the validation and updating of 
aligned wordnets of the EuroWordNet [35] or BalkaNet type [32]. Then, we discuss how word alignment can 
be used in annotation transfer and review some ongoing syntactic and semantic data transfer projects. 
Section 4 is devoted to a brief discussion of an ongoing cross-lingual (four languages) investigation of 
collocation phenomena and section 5 introduces a web-based platform for multilingual NLP services. 

2. PREPROCESSING STEPS 

If one has at his/her disposal a parallel text with is already aligned at the sentence level, the word 
alignment procedure has its raw input assured. If this is not the case, the parallel text that is supposed to be 
aligned at the paragraph level (1:1 alignments between paragraphs), needs to be realigned at sentence level 
because the granularity of the alignment has to be increased so as to simplify the job of the lexical aligner. 

Bob Moore presents a state of the art sentence aligner [18] which uses a three stage hybrid approach. In 
the first stage, the algorithm uses length-based methods [10] assuming the monotonic ordering of the 
paragraphs and sentences in the two languages of a bitext.  In the second stage, a translation equivalence 
table is estimated from the aligned corpus resulted in the first stage. The method used for translation 
equivalents estimation is based on IBM-1 model [4]. The final step uses a combination of length-based 
methods and word correspondence to find only 1:1 sentence alignments. The aligner has an excellent 
precision but, apparently, it cannot process more than 100,000 sentence pairs. 

We developed a sentence aligner [6] inspired by Moore’s program which removes the 1:1 alignment 
restriction, the assumption on the monotonic ordering of the sentences in the two languages, as well as the 
upper limit on the number of sentence-pairs that can be aligned. It has a comparable precision but a better 
recall than Moore’s aligner. 

The sentence aligner consists of a hypothesis generator which creates a list of plausible sentence 
alignments from the parallel corpus (see [6] for more details) and a filter which removes the improbable 
alignments. The filter is an SVM binary classifier [8] initially trained on a Gold Standard. The features of the 
initial SVM model are: the word sentence length, the number of non-word tokens, and the rank correlation 
for the first 25% of the most frequent words in the two parts of the training bitext. This model is used to 
preliminary filter alignment hypotheses generated from the parallel corpus. The set of the pairs of sentences 
that remained after this filtering is used as the input for an EM algorithm which builds a word translation 
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equivalence table by a similar approach to the IBM model-1 procedure. The SVM model is rebuilt (again 
from the Gold Standard) this time including, as an additional feature, the number of word translation 
equivalents existing in the sentences of a candidate alignment pair. This new model is used by the SVM 
classifier for the final sentence alignment of the parallel corpus. 

Various methods of word alignment have been proposed over the time of which a very simple one, the 
IBM model 1 ([4]), only requires the parallel text to be aligned at the sentence level granularity in order to 
produce lexical alignments. Other lexical alignment methods are more demanding in that they need different 
kinds of annotations of the parallel text such as POS-tagging, lemmatization, shallow parsing, and so on. Our 
word alignment algorithms, MEBA and YAWA ([26], [28]), require the following preprocessing steps so as 
to produce lexical alignments: 

• Text segmentation. The first pre-processing step in most NLP systems deals with text segmentation. 
In our processing chain this step is achieved by a modified version (much faster) of the multilingual 
tokeniser MtSeg which has tokenization resources for many western European languages, developed 
within the MULTEXT project, further enhanced in the follow up MULTEXT-EAST project [31] 
with corresponding resources for Bulgarian, Czech, Estonian, Hungarian, Romanian and Slovene. 
Our segmenter is a part of the Perl module called TTL ([12]) and is able to recognize paragraphs, 
sentence and clause boundaries, dates, numbers and various fix phrases (which form a core of a 
future Named Entity recogniser based on regular expressions), and to split clitics or contractions 
(where the case). We significantly updated the tokenization resources for Romanian and English (the 
languages we have been most interested in lately). 

• POS-tagging. It is generally known that the accuracy of POS-tagging depends on the quality of the 
language model underlying the morpho-lexical processing, which, on its turn, is highly dependent on 
the quality and quantity of the training data and on the tagset of the language model. For languages 
with a productive inflectional morphology the morpho-lexical feature-value combinations may be 
very numerous, leading to very large tagsets with unavoidable training data sparseness threats. The 
lack of sufficient training data affects the robustness of the language models which, consequently, 
will generate an increased number of tagging errors at the run time. To cope with the tagset 
cardinality problem we developed the tiered-tagging methodology [30] and implemented it using the 
TnT trigram HMM tagger [3]. The methodology involves the use of a reduced hidden corpus tagset, 
automatically constructed from the large targeted lexical tagset, and a procedure to map back the 
reduced tagset into the large one, used in the final annotated text. The two tagsets (the lexical and 
corpus tagsets) are related by a subsumption relation.  When the reduction of the cardinality of the 
large tagset is information lossless (redundancy elimination) the mapping from the reduced tagset to 
the large one is deterministic and it is simply ensured by a lookup of a dictionary. For tagset 
reduction with information loss, which ensures a much significant reduction of the lexical tagsets, 
the recovering of the left out morpho-lexical information, although to a large extent deterministic, 
requires an additional preprocessing to solve some non-deterministic cases. In the previous version 
of the tiered tagging approach we used several hand-crafted rules (regular expressions defined over 
the reduced tagset, with a span of ±4 tags around the ambiguously mapped tags). Recently, we have 
re-implemented the tiered tagging methodology, by relying on a combination between an HMM 
tagger, called TTL [12], [34], which produces also the lemmatization, and a maximum-entropy 
tagger [5]. The HMM tagger works with the reduced tagset while the ME-tagger ensures the 
mapping of the first tagset onto the large one (the lexical tagset) dispensing on the hand-written 
mapping rules.  

• Lemmatization is in our case a straightforward process, since the monolingual lexicons developed 
within MULTEXT-EAST contain, for each word, its lemma and the morpho-lexical tag. Knowing 
the word-form and its associated tag, the lemma extraction is simply a matter of lexicon lookup for 
those words that are in the lexicon. For the unknown words, which are not tagged as proper names, a 
set of lemma candidates is generated by a set of suffix-stripping rules induced from the word-form 
lexicon. A four-gram letter Markov model (trained on lemmas in the word-form dictionary) is used 
to choose the most likely lemma (see [12] for details). 

• Chunking. By means of a set of language dependent regular expressions defined over the tagsets, 
our chunker accurately recognizes the  (non-recursive) noun phrases, adjectival/adverbial phrases, 
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prepositional phrases and verb complexes (analytical realization of tense, aspect mood and diathesis 
and phrasal verbs) both for Romanian and English ([12] provides further details). 

2.1. Word Alignment 

A representation of pairs of words <wi
L1 wj

L2> that represent mutual translations (called translation 
equivalence pairs) occurring in the same translation unit is the task of a word alignment algorithm. If wi

L1 or 
wj

L2 is NULL, we have a case of null alignment where one word in one part of the bitext is not translated in 
the other part. When wi

L1 , wj
L2 or both appear in several translation equivalence pairs in the same translation 

unit, they correspond to multi-word expression alignments.  
The bitext, pre-processed as described in the previous section, is fed into the word alignment engine, 

called COWAL [26], [28] which is a wrapper of two stand-alone aligners (YAWA and MEBA). COWAL 
merges the alignments produced by each stand-alone aligner and then uses a trained SVM classifier to prune 
the unlikely alignment links. The classifier is based on the LIBSVM kit [8] used with the default parameters 
(C-SVC classification and radial basis kernel function). The classifier was trained with positive and negative 
hand-validated examples of word alignment links. 

The usefulness of the aligner combination has been convincingly demonstrated on the occasion of the 
Shared Task on Word Alignment organized by the ACL2005 Workshop on “Building and Using Parallel 
Corpora: Data-driven Machine Translation and Beyond” [17]. We participated (on the Romanian-English 
track) with the two, standalone aligners and the combined one [28]. Out of the 37 competing systems, 
COWAL was rated the first, MEBA the 20th and TREQ-AL, (the former version of YAWA), was rated the 
21st.  Meanwhile, both stand-alone aligners have been improved (see table 1) in various ways and trained on 
more data, but the combined aligner still performs better than both of them. 

Table 1. Combined alignment 

Aligner Precision Recall F-measure 
YAWA 88.80% 74.83% 81.22% 
MEBA 92.15% 73.40% 81.71% 

COWAL 87.26% 80.94% 83.98% 

COWAL is now embedded into a larger, DOTNET-based platform, called MTkit (see figure 1) that 
incorporates the tools for bitexts pre-processing, a graphical interface that allows for comparing and editing 
different alignments (insertion of 1:1 links and multi-word expression alignment links and deletion of links 
with the possibility of saving this annotation), as well as a word sense disambiguation module (described in 
the next section). 

3. EXPLOITING THE ALIGNMENTS 

In what follows, we will show a few examples of the use we have given to the word alignments. The 
aligned corpora we worked with were: 

• the Ro-En sub-corpus of the “1984” multilingual [7] corpus (about 110,000 tokens per language), 
• a partial translation in Romanian of SemCor2.0 (about 175,000 tokens per language) and 
• the four-language (English-Romanian-French-German) sub-corpus of the 21-language parallel 

corpus Acquis Communautaire3 (about 8 million tokens per language). 
We were interested only in open-class words the alignment of which is significantly more accurate than the 
“all words” alignment. This means that most of the alignment errors in the evaluation from table 1, were 
related to functional words and punctuation. 

3.1. Aligned Wordnets Validation 

Once we have acquired the translation equivalents, it is reasonable to expect that the words of a 
translation pair <wi

L1, wj
L2> share at least one conceptual meaning stored in an interlingual sense inventory. 

In the BalkaNet project [32] we used the Princeton WordNet (PWN) [9] as an interlingual index. Based on 

                                                            
3 http://langtech.jrc.it/JRC-Acquis.html 
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the interlingually aligned wordnets, obtaining the sense labels for the words in a translation pair is 
straightforward [15]:  

Figure 1. The graphical user interface of the COWAL combined word aligner. 

a)  identify for wi
L1 the synset Si

L1 and for wj
L2 the synset Sj

L2 so that Si
L1 and Sj

L2 are projected over the 
same interlingual concept. The index of this common interlingual concept (ILI) is the sense label of 
the two words wi

L1 and wj
L2.  

b) if no common interlingual projection is found for the synsets to which wi
L1 and wj

L2 belong, the 
senses of the two words will be given by the indexes of the most similar interlingual concepts 
corresponding to the synsets of the two words. The semantic-similarity score is computed (for 
nouns and verbs only) as SYM(ILI1, ILI2) = 1/(1+k) where k is the number of PWN links from ILI1 
to ILI2 or from both ILI1 and ILI2 to the nearest common ancestor.  

In case none of the two cases above holds, then it is very likely that there are some problems which can 
be categorized as follows: 

i) the translation pair is wrong (either because of human translator or because of the word aligner), so 
it is natural not to find any ILI matching for the two words of the pair; 

ii) one or both words do not have implemented the relevant senses;  
iii) one or both words are missing from the relevant existing synsets; 
iv) one or both synsets to which the words of the current translation pair belong are not correctly linked 

to the relevant ILI; 
v) the two words in the current translation pair have different POS. Since all the BalkaNet wordnets 

were aligned to PWN version 2.0 preserving the POS of the synsets, all the cross-POS translations 
will fit this case. 

For the semantic validation of the wordnets created during the BalkaNet project the cases i) and v) 
were not relevant. The alignment pairs of the ii), iii) and iv) types extracted from the various bilingual sub-
corpora of the “1984” corpus were validated by native speakers, with very good command of English. As a 
result, many synsets were extended with missing literals, the missing synsets were added, and wrong 



Dan TUFIŞ, Radu ION 188 

interlingual projections were corrected. The final report of the BalkaNet4 project gives a detailed quantitative 
and qualitative account of the errors and incompleteness that were detected by this procedure (and corrected 
by each partner). 

Since the BalkaNet project finished, we have consistently extended the Romanian wordnet [34] 
(currently it contains more than 34,500 synsets, and this number is steadily growing). We repeated the 
semantic validation procedure several times until we haven’t noticed any problematic case in the Ro-En sub-
corpus of “1984”.  

3.2. A Romanian Version of SEMCOR 

We have applied a slightly modified variant of the wordnets validation procedure on a partial 
translation of SemCor2.0 into Romanian. The two sets of documents were sentence aligned by the translators 
(8276 aligned sentence pairs) and word aligned by the COWAL word aligner. Based on a random set of 
links, we have estimated the alignment correctness for the closed-class categories at 98.5%. With this 
accuracy, the word alignment error problem didn’t have a relevant contribution to a number of problems that 
showed up. 

With the word senses available in the English part, the transfer procedure of these senses to the 
Romanian part of the corpus proceeded in the following manner (we considered only the translation pairs in 
which the POS was preserved because of the ILI projections that preserve POS): for each pair of aligned 
words, we checked whether the ILI number of the sense marked on the English word corresponded to a 
Romanian synset containing the Romanian translation equivalent or to a hypo/hypernym of it. Because one 
already knows the meaning of one member of the translation equivalence pair, the procedure of validating 
aligned wordnets (which is also the procedure we used in implementing a multilingual word sense 
disambiguation procedure called WSDTool, presented in the next section and in detail in [27]) is thus turned 
into a semantic labeling transfer procedure with virtually no changes. 

Out of the 178499 tokens in the English part5, only 79595 tokens were sense marked-up but 3535 were 
not translated into Romanian and 3694 translation pairs had different part of speech. For the remaining 
72366 POS-preserving translated English content words, the sense correspondence was found for 48392 
Romanian tokens (66.87%). We thoroughly analyzed the 23974 cases of the unmatched senses and found 
two main situations: 

a) Romanian translation equivalent was not in the Romanian wordnet: 11930 cases; 
b) The Romanian synset with the ILI of the English word exists, but does not include the Romanian 

word (incomplete synset): 12044 cases. 
While the a) situation was somehow expected (given that the Romanian wordnet contains much less 

synsets and literals than PWN, leaving room for long-time development efforts for our team), the second 
situation was worrying and we concentrated our evaluation on that case. As expected, a large number (more 
than 4000) of the translation equivalence pairs coming under this rubric were alignment errors but still, 
numerous incomplete synsets (more than 7000) were detected. While a part of this work has been already 
done, the extension of the remaining synsets with the missing literals is one of our future activities. 

3.3. Multilingual WordNet-Based Sense Disambiguation 

The WSD task can be stated as being able to associate to an word (w), ambiguous in a text or discourse, 
the sense (sk) which is distinguishable from other senses (s1. . . sk-1 sk+1. . . sn) and is prescribed for that word 
by a reference semantic lexicon. The task of word sense disambiguation (WSD) requires one reference sense 
inventory, in terms of which the senses of the target words will be labeled. We argued at length elsewhere 
[29] that a meaningful discussion of the performances of a WSD system cannot dispense of clearly 
specifying the sense inventory it uses, and the comparison between two WSD systems that use different 
sense inventories is frequently more confusing than illuminating. Essentially, this is because the differences 
in the semantic distinctions (sense granularities), as used by different semantic dictionaries (sense 

                                                            
4
 http://www.ceid.upatras.gr/Balkanet/resources.htm 

5
 The Romanian part contains 175603 tokens. 
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repositories), make the difficulty of the WSD task range over a large spectrum.  For instance, the 
discrimination of homographs (more often than not having different parts of speech), is much simpler than 
the metonymic distinctions. 

It is straightforward to turn the previous validation procedure into a WSD engine and we claim that 
state-of-the-art (and even better) performances can be achieved in sense disambiguation of the words in a 
parallel text, provided the respective bitext is word aligned and aligned wordnets exists for the considered 
languages.  

As mentioned, we used the PWN version 2.0 (PWN2.0) synset identifiers as the reference sense 
inventory.  Through the 1-1 mapping, existing between the synsets in the Romanian wordnet and PWN2.0, 
the SUMO/MILO [19] and DOMAINS [16] labels became available in our wordnet (as in all the other 
wordnets which are aligned to PWN2.0). Since both SUMO/MILO and DOMAINS synset labeling is POS 
insensitive, their use is extremely helpful in assigning senses to the words in a cross-pos translation 
equivalence pair. For instance, if we consider the En-Ro translation equivalence pairs <fire-verb concediat6-
adj> the POS preserving ILI-based alignment between PWN2.0 and RoWN is not really helpful. However, if 
one uses instead of synset identifiers the SUMO labels, a match would be found since the senses fire:4 for 
the verb and concediat:1 for the adjective belong to synsets labeled by the same SUMO concept 
TerminatingEmployment. An extra-bonus is that one can infer that the first sense of the adjective fired (the 
translation of concediat) is derived from the fourth sense (and no other one) of the verb fire. This is a useful 
type of information which is not yet encoded in any  version of PWN. The DOMAINS labels could be used 
in a similar way.  

3.4. Annotation Transfer 

Having a parallel corpus aligned at the word and phrase level may be the starting point on significant 
geographical and cross-lingual distribution of the tasks aimed at creating a multiple layers annotated corpus. 
One can imagine a cross-cultural initiative, which agreed on some parallel corpora containing the languages 
of interest, and where each partner is willing to annotate his/her language part of the multilingual corpora 
with the information for which the appropriate tools exists (POS, multi-word expressions, sense labels, parse 
tree annotations, argument/frame structures, etc).  Based on the assumption that correcting annotations is 
easier and cheaper than creating them from scratch, word alignment technology could be used to transfer 
information from the tokens in one language to their translation equivalents in the other language. The 
transfer could be controlled by language specific rules the writing of which is certainly less demanding than 
the direct annotation. 

An example at hand is transferring the word senses. Hand word sense disambiguation of a large text is 
an extremely labor intensive work, prone to human errors and extremely expensive.  

SemCor2.0 is an English corpus, with (most of) the content words being sense disambiguated and 
carefully validated. It is not surprising that several research teams (see for instance 
http://multisemcor.itc.it/index.php) decided to translate as much SemCor documents as possible and then to 
transfer the senses into the translations. As we have shown in section 3.2, we partially translated the 
SemCor2.0 and used word-alignments to check out the completeness of our wordnet. We showed that almost 
12,000 Romanian words translating the English sense annotated words were absent from our wordnet. By 
sense transfer, we can extend the target wordnet with almost 12,000 synsets. It is true that these synsets are 
partial (they are mono-literals) and would certainly require extensions with other synonyms but much effort 
is already saved. Similar considerations apply for the automatic extension of the 7000 incomplete synsets 
discovered by the experiment we described in section 3.2. 

Another type of annotation transfer, more difficult and less reliable, but extremely useful, refers to the 
syntactic/semantic relations annotated in the source language. When the same type of syntactic/semantic 
annotation exists in both languages, the annotation transfer allows for annotation validation in one or both 
languages of the bitext, or provides evidence for corpus-supported comparative/contrastive studies. 

In [1], [2] it is described an experiment aimed at assessing the possibility of statistically inducing a 
dependency grammar for Romanian by semi-automatic transfer of the dependency relations from a parsed 

                                                            
6 concediat (Ro) = fired (En) 
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English text. The major assumption to be evaluated was the so-called Direct Correspondence Assumption 
(DCA) hypothesized in [11] for parallel treebanks. Put in terms of our source annotations, the DCA comes at 
checking whether a dependency relation that holds between two English words remains valid between the 
Romanian translation equivalents in the aligned bitext. In what follows we present the main lines of the 
strategy employed in this experiment and some preliminary results.  

The aligned English-Romanian bitext used for this study was extracted from the 1984 parallel corpus; 
the English part of the bitext was parsed with the FDG parser [23] by a partner in Wolverhampton and 
validated by another partner in Iaşi.  

From the entire bitext only 1537 sentence pairs (about 25%) were retained for the proper experiment 
and the sentence and word alignment were hand validated and corrected where necessary. We discarded very 
long sentences, the non-1:1 translation units, and those translation units with fewer aligned words than an 
empirical threshold or containing slang and non-grammatical language (parole language).   

The relations between English words with a NULL translation equivalent were not taken into account 
for the evaluation of the transfer accuracy (in Table 2 below, these are counted in the Lost column), while 
the rest of relations were mechanically transferred into the Romanian part of the bitext. Two experts 
independently evaluated the validity of the transferred relations with disagreements negotiated and, agreed 
one way or another. There were identified three types of relation transfer: for the first type, the transfer is 
possible and correct without amendments; the second type refers to correct link transfer but incorrect 
labeling of the links; it needs mapping rules for switching the names of the correct link dependencies (e.g. 
the rule responsible for an active voice construction in English, translated by a passive voice construction in 
Romanian would switch the obj and subj labels in the target language sentence); the third category of 
transfers refers to the “lexicalized” dependencies (relations whose governor (rarely the dependent) is 
instantiated by a specific word) where the transfer is always wrong (both the dependency link and its name), 
due to the different behavior of corresponding predicates in the considered languages (e.g. like/plăcea).  

Table 2. Percentage of correctly transferred relations 

No. Rel.  RO  Lost  EN  Acc. (%) 
1 qn 10 0 12 83.33 
2 neg 10 0 13 76.92 
3 oc 3 0 4 75.00 
4 dat 3 0 4 75.00 
5 cnt 8 0 11 72.73 
6 ad 25 0 35 71.43 
7 pcomp 218 9 316 71.01 
8 det 126 173 355 69.23 
9 comp 70 1 112 63.06 
10 attr 151 4 245 62.66 

 

No. Rel.  RO Lost  EN  Acc (%)
11 Cc 94 2 155 61.44 
12 Pm 44 1 75 59.46 
13 Obj 79 2 137 58.52 
14 Mod 114 1 201 57.00 
15 Ha 41 0 74 55.41 
16 Cla 8 0 15 53.33 
17 Tmp 23 0 46 50.00 
18 Man 16 0 32 50.00 
19 Subj 121 72 319 48.99 
20 v-ch 35 48 143 36.84 

Table 2 gives information on the correctness of the unconditional transfer for the relations7 in the 
source part of the bitext (for the description of these relations, as well as several examples, see [23]). Due to 
the enclitic definite articulation in Romanian, half of the English determiners (the occurrences of the) are not 
explicitly translated and consequently, half of the det relations are lost. The large number of the subj 
relations that are lost is due to the pro-drop nature of Romanian. One also may notice that this relation has a 
low correct transfer figure (48.99%) which is correlated with the low correct transfer figure of the relation 
obj. The simple mapping rule, mentioned before, for dealing with passive/active voice alternation in the 
aligned sentences would improve with almost 50% the success rate. 

We consider these results as extremely encouraging, and one of our future research topics will be the 
design of a set of transfer rules for correcting the role assignment for the dependency links which were 
correctly  transferred (second type, see above). The “lexicalized” dependencies will be collected as they 
would be detected and stored (with the correct transfer) as exceptions from the general transfer procedure.  

A similar transfer experiment, but this time involving the valency frames existing in the Czech wordnet 
of the Balkanet project was carried on with Romanian wordnets as target. We used 601 valency frames, 
kindly offered by the Czech partner in Balkanet and the Czech-Romanian aligned sub-corpus of the “1984” 
parallel corpus. The manual validation of the automatic transfer of the Czech valency frames from the Czech 

                                                            
7 The phr relation is not included being specific for English phrasal verbs.   
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verbs to their Romanian translation equivalents revealed a surprisingly high matching (80%), given the 
differences between Slavic and Romance languages. 

4. COLLOCATION ANALYSIS IN A PARALLEL CORPUS 

Once a parallel corpus has been word-aligned a very interesting cross-lingual study can be achieved in 
the area of multilingual terminology, multiword expressions and collocational patterns.  Within the context 
of a trilateral project (University Marc Bloch from Strasbourg, IMS Stuttgart University and RACAI) we 
experimented on a large four-language parallel corpus (En-Ro-Fr-Ge) extracted from the Acquis 
Communautaire (AcqCom) multilingual corpus. For the word-alignment we used the English text as a hub 
language and after generating the En-Ro, En-Fr and En-Ge alignments, by transitivity we computed the 
alignments Ro-Fr, Ro-Ge and Fr-Ge. These last three alignments were combined, as discussed in Section 3, 
with the corresponding Ro-Fr, Ro-Ge and Fr-Ge alignments directly generated from the parallel corpus, thus 
obtaining more accurate alignments. 

For the texts in each language in this parallel corpus the collocations were independently extracted 
(RACAI did it for Romanian and English, IMS for German and University Marc Bloch of Strasbourg for 
French). Our collocation extraction algorithm is similar to Smadja and McKeown’s approach [22]. Based on 
the word alignment of the different bitexts, one could extract the translations in one language of the 
collocations detected in the other languages. At the time of the writing of this paper, we performed the partial 
analysis of the collocations in Romanian and English with respect to their translations in English and 
Romanian respectively8. We selected the best scored 20.000 independently extracted collocations in English 
(COLLOCEN) and Romanian (COLLOCRO). Then, by translation equivalence relations, found by the word 
aligner, we identified the translations into Romanian of the English collocations (TRRO-COLLOCEN) and the 
translations into English of the Romanian collocations (TREN-COLLOCRO).  

Given that the corpus contains specific uses and specialized language most of the collocations represent 
specific multi-word terms and most of them have word by word translation (Member State = Stat Membru, 
administrative transparency = transparenţă administrativă, act of accession = act de aderare, enter into force 
=  intra în vigoare, etc.). The vast majority of these collocations were found in the intersection of the sets: 

SURE-COLLOCX= COLLOCX ∩ TRX-COLLOCY (1)

with X=English &Y=Romanian or X=Romanian &Y English respectively.  
However, the most interesting collocations were those not found in the previous intersection sets: 

INTERESTING-COLLOCZ = COLLOCZ \ SURE-COLLOCZ (2)

with Z=English or Romanian. 
The multiword expressions in the lists INTERESTING-COLLOCZ were hand validated for termhood, 

cleaned-up and classified9 into three major cases10: 
a) aligner failure to detect the equivalence, due to preprocessing error and its imperfect RECALL  (ex: 

“in vitro”, “in vivo”; in Romanian these words were both wrongly tagged and lemmatized ) 
b) aligner failure to detect the equivalence due to a free human translation of the original text 
c) aligner failure to detect the equivalence due to a non-word-by-word translation of the terms 

(especially those containing light-verbs). 
An example of the case b) is given by the following original English text: 
“Whereas under Article 6 of the abovementioned Regulation the time when a transaction is carried out 

is considered as being the date on which occurs event, as defined by Community rules or, in the absence of 
                                                            

8 A similar study is conducted by our project partners in Strasbourg and Stuttgart but we don’t have their results yet. 
9 We provide only qualitative evaluation as the results are still under investigation. A thorough analysis report for all the 

language pairs of the project is expected by March 2007. 
10 We ignore here pathological cases such as wrong human translation, segments of text not translated, texts in other 

languages than the expected ones, etc. These situations were quite numerous, and most of them were detected by our processing 
tools, but the monolingually extracted collocations obviously differ from the collocations obtained by translation equivalence.  
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and pending adoption of such rules, by the rules of the Member State concerned, in which the amount 
involved in the transaction becomes due and payable.”, which was translated as: 

 “Întrucât, conform art. 6 din regulamentul menţionat anterior, se consideră ca moment al realizării 
operaţiei data la care intervine faptul generator de creanţă legată de valoarea aferentă operaţiei respective, 
aşa cum este el definit de reglementarea comunitară sau, dacă aceasta nu există şi urmează a fi adoptată, de 
reglementarea statului membru interesat.” 

In this example the scattered English text: ”(the) event... in which the amount... becomes due and 
payable” corresponds to the Romanian term “situaţie generatoare de creanţe” (a literal translation would be 
”(a) situation generating dues”) 

The last category is the most interesting as it outlines the multiword expressions which, due to their 
structural differences, are the hardest to translate by a simple-minded word-by-word approach.  They range 
from legalese jargon (e.g. adversely affect <-> a aduce atingere11; legal remedy <-> cale de atac12, to make 
good the damage <-> a compensa daunele13 etc.) to constructions which are language and culture specific: 
for instance in Romanian somebody takes (and not makes) a decision, but makes (not take) a shower, 
something makes (not is) part of, etc.). Failing to use the exact wording of such a multiword expression, 
usually, is the major error source for language comprehension/production by language learners, as well as for 
other human beings in need to communicate but constrained to use a foreign language.  

An interesting preliminary contrastive report on the light-verbs based collocations, with a case study of 
the verb a face (to do/make) for the French-Romanian AcqCom data is presented in [24].  

We plan to develop a multilingual collocation dictionary, placing the major emphasis on the “hard” 
collocations (those existing in at least one inventory INTERESTING-COLLOCZ with Z one of the project 
languages) providing structural descriptions, translations in all considered languages, morpholexical 
restrictions on constituents (such as obligatory definiteness/indefiniteness, singular/plural, obligatory case, 
etc). We aim at a unified description of the collocational patterns in the four languages (with a perspective to 
extend our work to all the languages represented in the Acquis Communautaire corpus) and the development 
of a comprehensive multilingual dictionary, essential for dealing with the hard topic of collocation 
translation. 

5. WEB SERVICES 

We implemented a NLP web-services platform that currently ensures the basic preprocessing steps 
(tokenization-including multiword expression recognition, tiered tagging, lemmatization, language 
identification, sentence alignment) for English and Romanian corpora, as well as a search engine for the 
English-Romanian parallel corpora14.  

The services are implemented using standard technology (SOAP/WSDL/UDDI) on a dedicated bi-
processor server with a reasonable high-speed Internet connection (100Mb/s). The NLP web-services will be 
continuously extended with new services (word alignment, collocation extraction, aligned-wordnets search, 
translation, QA in open domains, summarization, mono- and multilingual word sense disambiguation, etc.). 
Although most of the present (and near-future) services are available only for Romanian and English, we 
plan to add as many new languages as possible. The CLARIN initiative (http://www.clarin.eu/), recently 
included into the European Roadmap for Research Infrastructures15, has been adhered by 47 institutions from 
30 European countries and it is supposed to be the major collaborative work environment that will create, 
adapt and maintain the language resources and tools we will add to our NLP web services platform.  

The current web-services were already used by various remote project partners in the LT4L European 
project (http://www.lt4el.eu/) and in the cross-lingual QA evaluation exercise at CLEF 2006 
(http://www.clef-campaign.org/2006/ working_notes/CLEF2006WN-Contents.html).  

                                                            
11 A mot-a-mot translation would be to bring a touch 
12 A mot-a-mot translation would be way to attack 
13 A mot-a-mot translation would be to compensate the damages 
14 Due to the upgrading of the web server and temporary security reasons, the services are available only to a few close 

collaborating teams in Romania, Germany and France, but soon the access will be open to the general community on a GNU-type of 
license. 

15 http://cordis.europa.eu/esfri/roadmap.htm 
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6. CONCLUSIONS 

Aligned parallel corpora are of crucial importance to the multilingual processing. For cross-linguistic 
studies and validations, annotation transfer or for multilingual text processing, these texts represent the 
starting point of any idea of multilingual processing and resources. 

In this paper we have seen that aligned parallel texts can be used for the benefit of a variety of 
applications that include: 

• semantic validation of conceptually-aligned semantic lexical networks; 
• semantic and syntactic annotation transfer; 
• multilingual word sense disambiguation; 
• cross-lingual collocation discovery. 
Besides those reported here, aligned parallel corpora are useful in applications such as cross-lingual 

information retrieval and question answering, machine translation, multilingual dictionary extraction, and so 
forth. 

The recent advances in NLP technology, demonstrate the tremendous benefits of collecting and 
adequately encoding large parallel corpora and multilingual semantic lexicons and ontologies. Building, in a 
concerted way, this kind of resources, for as many languages and as large as possible, should be a constant 
objective for an internationally established research infrastructure. Initiatives like DAM-LR 
(www.mpi.nl/DAM-LR/home.html), Global WordNet (http://www.globalwordnet.org/), Language Grid 
(http://langrid.nict.go.jp/), the previously mentioned CLARIN initiative and a few others are pioneering this 
ever-increasing need. 
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