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Abstract

We develop an efficient real-time method of delay control for non-real-time data in the return link of interactive multimedia
satellite networks. Considering multiple delay levels of packets, we mathematically formulate this control problem so that a fair
transmission opportunity may be given to satellite interactive terminals. With problem reduction, we promote the computational
efficiency in searching for the optimal solution for delay control.
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NOMENCLATURE

Input parameters
R the set of log-on RCSTs
S the set of available timeslots per frame
M theno. of delay classes(m = 1,--- , M)
djm | thelength of packets of delay classm; measured in timeslots
Um the penalty weight factor (per packet) of delay classm

Control variables
1, timeslotiisassignedtoRCST j (for 1 € S, j € R)
0, otherwise

|. INTRODUCTION

The interactive multimedia satellite (IMS) networking technology will provide awide variety of mixed digital video broadcast-
ing (DVB) and high-speed digital communication services. The ISM network usually consists of a hub, a geostationary satellite,
and a group of satellite interactive terminals (RCSTs). The European standard for the ISM system [1] calls for areturn link using
multi-frequency time-division multiple access where aframe , a specific time-frequency block (bandwidth: 1Wy; duration: T%) in
the time-frequency domain, consists of a number of timeslots (bandwidth: W;; duration: 7;). RCSTsin need of capacity send
capacity request (CR) messages to the hub via a satellite, and the hub makes aterminal burst time plan (TBTP). As aresult, there
isinherent delay which may cause critical degradation of quality-of-service (QoS).

After the recent release of the standard [1], even though several scheduling methods are proposed [3], [4], QoS degradation
caused by queueing delay in the interactive satellite return link has not been mathematically addressed.

Under heavy traffic conditions in the return link, each RCST may not obtain al the capacity that it has requested to the hub
and, therefore, it may suffer delay (the packet delay levels are classified by age measured in frames). If a packet is not sent for a
expiration period T, it is discarded from the queue. The objective of this study is to minimize the packet discard rate under a
time-expiration constraint.

Introducing penalty weight factors for M delay classes, we mathematically formulate the objective as a timeslot scheduling
problem and develop an exact realtime solution algorithm. We analytically evaluate the optimality of the proposed algorithm and
the computational efficiency.

Il. PROBLEM FORMULATION
A. The Objective and the Objective Function

Even though each RCST may not obtain all the capacity it has requested because of many RCSTs competing for capacity, the
average packet delay among the RCSTs must be controlled to minimize the packet discard because of time-expiration. With the
penalty weight factors {v,, }, long-delayed packets may obtain more capacity than younger packets so that the average packet
delays of the respective RCSTs are equally likely. For this, the penalty weight factors must satisfy

O<v < <y (1)

Conceptually, the penalty is defined as the (weighted) number of timeslots which is not assigned to a given RCST generating a
CR message.
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Fig. 1. Controller function diagram.

Letp;(A;) denotethe penalty of RCST j when A; timeslots are allocated to the RCST (4; = » . _ s x;5). The penalty function
of RCST j is defined as a continuous function such that p; (z;,a7) = 0 and

Aj+1
= —UM-m+1, Zjm—1 < Aj < Zjm (2)

piW)|

(form =1,---, M), where

m di v > 1 )
Zj,m = {(%:n—l 3 M—n+1; Z ; 0’ \V/j [S R

Then we can rewrite p; (-) as
M
Dbj (AJ) =ap + Z A |A7 — Zjm—1|, (3)
m=1

M
whereag = >, _(vy - dj.n — an - 2j,n—1) and

a —{é(vlJrvM)’ m=1
" %(UMfm%»l - ’UM,erg), m > 1

The overall penalty caused by the log-on RCSTsis given by

p(A) =Y pi(4)) 4
JER
where A = (Ay, -+, Ap). Since the fina goal is to find the optimal timeslot assignment x, we rewrite the objective (4) as

follows
969 =i (D). (5)

Example: Suppose that an RCST has two 1-age packets and three 2-age packets (one timeslot mapped to one packet), i.e.,
(dj1,d;j2) = (2,3), and (v1,v2) = (1,2). If it obtains zero timeslot, then its penalty is1 -2 + 2 - 3 = &; elseif 4 timeslots, then
1-142-0=1, elseif 5timedots, then zero.

B. Problem Formulation
With g(x) in (5), we formulate the timesl ot assignment problem (TAP) as a binary integer programming problem as follows.

(TAP)
Minimize g(x)
Subject to Z Z%‘j <|S| (6)
JER €S
injél, VieS (7)
JER
\ Tij € {0,1}

Constraint (6) means that the total number of timeslots to assign cannot be greater than the number of available timedots, and
constraint (7) means that each timeslot cannot be assigned to more than one RCST simultaneously.



Phase |: Solve (TAPL) - Optimizing Assignment Amount
F|nd m* SJCh that Z]ER Zjm*—1 S ‘S| < Z]E'R Zj,m* )
, A pf .
&M —mor 1 = {”S' ~ Ljer %m—1) %J
A; = Zjm*—1+ d;’,]\/f—m*+1; 1 V] ER
Phasell: Solve (TAP2) - Timeslot Scheduling
for(Vj € R)
for(x* :==0; A >0, A :=A; - 1,5 =8 - {i}, zj; :=1)
select an element < from S;

Fig. 2. The proposed solution algorithm for (TAP).

[Il. SOLUTION METHOD
A. Problem Reduction and Decomposition

Since (TAP) usually has a great number of control variables, a direct solution approach may cause computational inefficiency.
To improve computational efficiency, we use a problem reduction technique [5]. Thisideaisincorporated into the following two
subproblems: (TAPL) isto optimize the assignment amount for each RCST, and (TAP2) is for timeslot scheduling.

(TAPL)
Minimize p(A4)
Subject to Z A,< 8] ®)
JER
A; >0, VjER
(TAP2)
Find X
Subject to S uy= Al VieR ©)
ies
JER
i Tij S {0,1}

B. Exact Solution Algorithm

We propose a simple and exact solution algorithm for (TAP) together with several propositions regarding the performance of
the proposed algorithm: the optimality of resulting solutions and the computational efficiency.

Proposition 1: Let x* and A* be the optimal solution of (TAP) and the optimal solution of (TAPL), respectively. Then we have
g(x*) = p(A").

Proof: Substitute ), s 2;; with A; in (TAP1). Then, the feasible region of (TAP) is a subset of the feasible region of

(TAPL) because of constraint (7). Thus, the optimal objective value of (TAPL) cannot be greater than that of (TAP). |

Proposition 2: If there exists afeasible vector x** of (TAP2), then x** isthe optimal solution of (TAP).
Proof: If x** satisfies constraints (9) and (10) of (TAP2), then it also satisfies the constraint (6) of (TAP). The feasible region
characterized by (8), (9), and (10) is equal to the feasible region of (TAP). Thus, we have g(x**) = g(x*). This completes the
proof. |

Proposition 3: The feasible set of (TAP2) is non-empty, i.e., there exists at least one vector x* that solves (TAP2).
Proof:  Suppose that we choose arbitrary A7 timeslots for RCST j € R. Let x* denote this assignment. This assignment
satisfies (9) and also satisfies (10) because each timeslot is chosen only once. |
According to Propositions 1-3, a sequential solution procedure of (TAP1) and (TAP2) provides the optimal solution of (TAP).
We suggest an efficient and exact algorithm for (TAP1) and (TAP2) as shown in Fig. 2. We optimize the amount of capacity to
assign to the respective delay classes of each RCST in Phase |, and then we specify which timeslots are assigned to each RCST in
PhaseIl.

Proposition 4—Solution Optimality: A* obtained by the Phase | of the proposed algorithm is the optimal solution of (TAPL).
Proof: Let F! (aninteger set) denote the feasible set of (TAPL). Let us consider arelaxed feasible set of F!, say F (area
number set). Since F! C F, thereisno better solution than A* in F! if there is no feasible direction improving the objective p(-)
over I. Consider afeasibledirection e = (€1, -+ , ejz|) suchthat [e;| < 1,3, €; = 0, and [[¢]| # 0.



TABLEI
PARAMETER VALUES USED IN SIMULATION.

item | value [ item ] value

Wf 8MHz Tf 2688000us
Wi 4MHz T 84us

|S| | ~unif(32000,64000) IR| ~unif(1,256)
M 10 dj,l ~Pareto, j € R
«@ 0.5 Tout 53.760s
Um m (=1,---,M) — —

The guard-bandwidth and roll-off factor are not included in W.

TABLEII
UPPER BOUND OF ELAPSED TIME (ms).
[R] ][ Phasel [ Phasell [ Total
1~100 3 6 8
101~200 3 7 9
201~256 3 7 9

PC: Pentium I11 2.0GHz. Source code in C++.

From the Phase |, we have
A; = Zjm -1+ d;-,M,m*Jrl, VjeR. (11)

Let Ryy = {j\dfj,M,m*Jrl > 0}, Rao = {j|d;7M,mUrl =0}, Re— = {jle; <0, j € Rao} Rex = {jle; >0, j € Rao}, and
Reo = {j‘Ej =0,7¢ Rdo}. Thenwehave R = Ra+ URao, Rao = Rer UReo UR.—, and

Ap(A%) =p(A7) = p(A” +¢)

:E €5 - UM—m*+2 + E €5 - UM —m=+1

JER— JERe+
+ Z €5 + Z €5 UM—m*+1
JEReo JERa+

= Z € - (UM—m*+2 - UM—m*+1)

JER._
+ E €5 UM —m*+1 T E €;

JER—Reo JERo

= Z €; - (UM—m*+2 - UM—m*+1)

JER-
+ g €5 UM—m*+1 T E € " UM—m=*+1
JER—Reo JER0
= E €5 - (VM—m*+2 — UM—m*+1) T UM —m=*+1 - E €5
JER— JER

- Z € (VM—m*+2 — VM —m=+1)
JER.—
<0 (“=" holdsif and only if R._ = ).

Thus, there is no feasible direction to improve the objective at A = A* over F. Since F! is asubset of F, A* is the optimal
solution of (TAPL). |

Proposition 5—Computational Efficiency: The proposed algorithm has the following computational complexities: O(M - |R|)
inPhasel; O(|S|) in Phase 1.

In apractical system, |R| and M are much smaller than |S|. Proposition 5 implies that the proposed algorithm has one order
computational complexity, i.e., O(|S]), which shows its computational efficiency.

C. Smulation Results and Discussions

We show extensive simulation results of our algorithms using randomly generated demand vectors and other parameters speci-
fiedin Tablel. « isthe fraction of packets with atimeout constraint, and these packets with delay more than a timeout threshold
T,.: are deleted from the queue. Table Il presents the upper bounds of computing times (ms) elapsed in Phase | and Phase Il,
respectively, which shows the computational efficiency. Fig. 3 shows that the fraction of discarded packets out of the total pack-
ets with a time-expiration constraint is reduced by using the proposed delay control method. It is observed that the fraction of
discarded packets is reduced up to 32% and 28% under heavy and sparse traffic conditions, respectively, by using the proposed
method.
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Fig. 3. Timeout ratios (%) with/without delay control (DC): the fraction of deleted packets out of packets with atimeout constraint.

IV. CONCLUDING REMARKS

We have developed an efficient method for delay and throughput control in an interactive multimedia satellite network. With
this, a transmission opportunity can be provided to the satellite terminals having uneven distribution of capacity demand. To
do this, we develop a mathematical optimization formulation together with an efficient exact solution algorithm. Analytical
performance evaluation and extensive simulation results showed that the proposed algorithm provides both solution optimality
and computational efficiency.
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