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Abstract—In this paper, a hybrid approach of using Convolu-
tional Neural Network (CNN) and dictionary learning is proposed
for the detection of North Atlantic Right Whale (NARW) up-calls.
The CNN was applied to extract features from NARW up-calls
after these sound signals are converted into spectrograms. The
features were then used to train a dictionary with a dictionary
learning algorithm. The hybrid system of CNN and dictionary
learning was compared with other methods using empirical data.
It is shown in the paper that the proposed hybrid system produces
superior results for detecting NARW up-calls.

Index Terms—North Atlantic Right Whale, Convolutional
Neural Network, Dictionary Learning

I. INTRODUCTION

The North Atlantic Right Whale (NARW) is one of the crit-
ically endangered whales whose birth rate is too low to com-
pensate its death rate [1,2]. The number of NARWs recently
recorded in the east coast of North America is only about 300-
500 [3]. Tracking their numbers and migration paths in order
to prevent accidental deaths and promote their reproduction
is vital to sustaining their existence. Acoustic monitoring of
NARWs can be accomplished by detecting their up-calls, their
signature vocalizations, which are narrow band signals with
frequency swings in the range of 50-250 Hz [4]. Early attempts
at detection consisted of single-stage algorithms that used edge
detection [5] and time-frequency domain convolution [6]. They
had relatively high levels of false positive errors [7]. Later
methods with feature extraction and classification capabilities
[7, 8] were able to drastically reduce the probability of false
alarm. Various multiple-stage methods were also proposed in
[9]. Recently, researchers devised detection schemes based on
convolutional neural networks [10].

In our earlier work [11-13], we applied a number of feature
extraction algorithms to process NARW up-calls. A success-
ful attempt is to combine Discrete Wavelet Transform with
Mel-frequency Cepstral Coefficients. The up-calls were then
classified with a number of popular classifiers. We reported
a detection accuracy of 92% using these hybrid feature sets
with the SVM classifier. We argued also the use of DWT with
MFCC to extract features from NARW calls is intuitive and
inspired by the practice of marine biologists.

A promising method for detection and classification is
sparse representation and dictionary learning (DL)[14]. In
sparse coding, a dictionary is the core containing major
characteristics learned from input data. Sparse coding reduces
representation complexity while improving accuracy [15-17].
Dictionary learning further decreases the size of the dictio-
nary, and hence improves the efficiency of the classification
algorithm. The effectiveness of dictionary learning algorithms
is, however, highly correlated with the data used to train the
dictionary.

Convolutional Neural Networks are a type of deep neural
network designed specially to explore the geometry of im-
ages in order to accommodate prior knowledge to the model
[18,19]. CNNs are built upon a hierarchical architecture in
order to be able to learn deeper features presented by the
image data set. Its scalability is one of the main advantages.
Nevertheless, CNNs have some drawbacks. Since the loss sur-
face is non-convex, a global minimal is not assured. Moreover,
the last layer of the traditional CNN is the fully-connected
softmax layer, which is a classifier less efficient, in general,
than a sparse classifier.

In this paper, we propose a hybrid system to overcome the
drawbacks of each technique while taking advantage of the
best characteristics of both techniques. The algorithm begins
with a convolutional neural network whose sole purpose is
to obtain features of NARW up-calls. The extracted features
are then used to train a dictionary using a dictionary learn-
ing algorithm. Extracting features with CNNs overcomes the
limitations of hand-crafted features, and applying dictionary
learning classifiers for detection improves significantly the
detection accuracy. It is shown with empirical studies that
the hybrid system produces superior accuracy performance in
comparison with other algorithms, including the CNN with the
softmax layer for NARW up-call detection.

II. DATASETS

Cornell University researchers deployed an auto-detection
buoy network near the Cape Cod Bay area. Cornell University
also distributed a dataset of NARW up-calls and non-calls for
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researchers around the world. The dataset consists of 30,000
training samples and 54,503 testing samples. Each sample
is a 2-second .aiff sound clip with a sample rate of 2 kHz.
Dataset contains mixture of right whale calls, non-biological
noise and other sounds. The task is to create an algorithm
for detecting right whale calls. The spectrogram of an up-call
sound is shown in Fig. 1. The original labels have some errors.
In our research, we checked every audio clip to make sure that
the labels were consistent with the audio signals.

Fig. 1. A typical NARW up-call sound spectrogram.

III. SYSTEM DESCRIPTION

A. Convolutional Neural Networks

A convolutional neural network is a type of deep neural
network specialized mainly in treating image data. Taking into
consideration that images are more or less homogenous in their
local patches, one uses weight sharing which describes the
idea of different units within the same layer to use identical
weights in order to create filter banks that extract geometrically
related features from an image dataset [19]. The process is
progressed hierarchically over many layers in order to obtain
higher level features at later layers. Fully connected layers are
added at the top of the architecture in order to function similar
to perceptron classifiers. The network is normally trained using
backpropagation techniques. The filter banks used in CNNs
have an attribute kernel size, which is related to the number
of weights used to extract the features of a patch of the
input image. In the proposed hybrid model, the kernel size
is chosen to be 5x5. The first convolutional layer was defined
to have 32 kernels and the second one to have 64 filters. Each
convolutional layer is followed by a max pooling layer. The
final layer is the softmax layer with 64 fully-connected nodes.

B. Dictionary Learning

Sparse learning is a way which aims at finding a sparse rep-
resentation of a given dataset in the form of linear combination

of its basic atoms which is stored column-wise in a dictionary.
Researchers have devised a number of optimization techniques
to find a better dictionary. One of the early attempts is the
K-SVD method introduced in [14]. The K-SVD algorithm is
based on solving the following problem:

< D,X >= argmin
D,X
‖Y −DX‖22s.t‖xi‖0 6 T0 (1)

where T0 is the sparsity constraint, making sure that each
sparse representation xi contains not more than T0 non-zero
entries. The Dictionary D is obtained by K-SVD algorithm on
the training samples Y. The main goal of the discriminative
K-SVD, an extension to the K-SVD algorithm, is to use the
given label matrix, H, to learn a linear classifier W∈ RmxM ,
while obtaining a sparse representation of the signal, xi, and
returning the most probable class this signal belongs to. A
straightforward approach, described in [20], is to solve the
following problem :

W = argmin
D,X
‖H −WX∗‖2F + λ‖W‖2F (2)

where λ is the regularization parameter. This problem has the
following closed form solution:

W = H(X∗)T (X∗(X∗)T + λI)−1 (3)

The drawback of this solution is that learning the classifier
W is done independently from learning the dictionary D and
the sparse codes X and is thus suboptimal due to the fact that
the dictionary learning procedure does not take into account
the fact that its output will be used to train a classifier.
To overcome the sub-optimality of the K-SVD algorithm for
classification discussed above, [17] proposes to incorporate the
classification error term directly into the dictionary learning
formulation in (1), forcing the algorithm to simultaneously
learn the dictionary and the classifier. The authors formulate
the joint dictionary-classifier learning problem in a couple of
ways, one of which is as follows:

< D,W,X >= argmin
D,X
‖Y −DX‖2F + ‖H −WX‖22

s.t‖xi‖0 6 T0

= argmin
D,X
‖[ Y√

αH
]− [

D√
αW

]X‖2F

(4)

where α is a regularization parameter. The authors showed
experimentally that this indeed increases the discriminative
power of the resulting classifier. The D-KSVD algorithm is
summarized below:

C. hybrid system

In order to build a model for NARW detection based on
the hybrid CNN-DL Model, we train the CNN using the
backpropagation algorithm with a softmax layer. The output
of the remaining layers (before the softmax layer) is used to
extract features from the spectrograms related to the NARW
up-calls. The proposed system is shown in Fig.2.
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Fig. 2. The proposed hybrid system.

IV. EXPERIMENTAL RESULTS

As was mentioned in Section II, the dataset used in this
research consists of the sound files of the NARW up-calls. In
our experiments, we used 30 thousand sounds for training and
5 thousand for testing. The label of each sound was validated
by a human observer before it was used for either training or
testing. Each sound was converted to the spectrogram image by
using 0.08 sec frame length, 50% overlapping, and hamming
windowing. The output of the CNN was called CNN features,
and was used to train the dictionary (5880x25000) with the
D-KSVD algorithm. Three different detection rates were used

to analyze the detection results:

Up call detection rate(UCDR) =
Tp
P

(5)

NonUp call detection rate(NUCDR) =
TN
N

(6)

False alarmrate(FAR) =
FP

N + FP
(7)

In the above equations, Tp is True Positive (correct detection);
Tn is True Negative (correct detection); Fp is False Positive
(wrong detection); and Fn is False Negative (wrong detection).
Furthermore, P is number of correctly detected cases and N is
number of wrongly detected cases. Table I shows the average
test accuracy of ten experiments from the CNN and CNN-DL
algorithms. Note that when the CNN algorithm is used for
both feature extraction and classification, a softmax classifier
was adopted. To comparison, we also included results in which
features were extracted using Mel-Frequency Cepstral Coeffi-
cients (MFCC). It is observed that the highest rate of correct
detection is achieved by using the CNN as a feature extractor
from spectrogram with dictionary learning as a classifier. The
detection rate 92.37 % and a false alarm rate at 1.42%. The
lowest detection rate is by using MFCC features with DL. The
second row of Table 1 also reveals that MFCC together with
CNN achieved 89.72% up-call detections with a false alarm
rate at 5.24%.

TABLE I
DETECTION RESULTS BY USING SLANTLET AND LRSDL

Method UCDR N-UCDR FAR
Spectrogram+ CNN 86.32% 97.87% 7.48%

MFCC+CNN 89.72% 96.78% 5.24%
MFCC+DL 76.82% 97.16% 3.64%

Spectrogram+CNN+DL 92.37% 97.37% 1.42%

Fig. 3. ROC plot of different classifiers.

To visualize the overall classification results, the Receiver
Operating Characteristics (ROC) curves, which are the plot of
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true positive rate (correctly classified up-calls) against false
positive rate (non-up-calls classified as up-calls), are shown
for all scenarios in Fig. 3. The closer the ROC curve follows
the vertical axis and then the top border of the figure, the
more accurate the classifier is. It can be seen that the CNN-
DL algorithm consistently outperforms other algorithms.

V. CONCLUSIONS

Our results show that a hybrid system of CNN and DL
is capable of achieving good performance for the detection
of NARW up-calls. Using CNNs for feature extraction re-
moves the need of handcraft feature extraction algorithms,
thereby avoiding any limitations associated with any of such
procedures. Replacing softmax classifiers with more powerful
sparse coding classifiers based on dictionary learning improves
further the detection accuracy. With sparse coding classifiers,
one obtains a sparse (in general more compact) representation
of the input signal. Intuitively, this is a good thing for detection
and classification, since a simpler model with fewer parameters
may have a smaller risk of overfitting the training data. We
will study this in the future research.
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