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Abstract—This work addresses the problem of predicting
the subjective intelligibility of reverberant speech. Using
new subjective listening test data, we evaluate the perfor-
mance of three objective intelligibility measures that can be
computed from the room impulse response. The measures
are found to correlate well with the word and phoneme
recognition rates of reverberant speech. In particular,
one of the examined measures more readily relates to
spatial dimensions and hence may be more convenient for
environment-tracking acoustic interface applications.

Index Terms—Reverberant speech, intelligibility mea-
sures, room acoustics, room impulse response.

I. INTRODUCTION

Modern speech communication systems are deployed
in highly variable and adverse conditions involving
distortions caused by background noise, reverberation,
packet loss, denoising and so forth. Therefore, it is
important to measure the impact of these degradations
on human perception of speech in order to design,
monitor, and improve the performance of speech-centric
applications.

Human perception of speech has many attributes de-
pending on the application settings. However, speech
quality and intelligibility are the key subjective measures
of speech perception [1]. Quality is related to the pleas-
antness and naturalness of speech whereas intelligibility
is the proportion of correctly identified units of speech
(e.g. phonemes, syllables, words, and sentences).

The relationship between subjective quality and intel-
ligibility is not fully clear. There exists some correlation
between these attributes where good quality speech gen-
erally has high intelligibility, and vice versa. However,
there are cases where poor quality speech provides high
intelligibility. In the remainder of this paper, we will

focus entirely on the intelligibility of speech corrupted
with reverberation.

Reverberation occurs when speech propagates in en-
closed spaces such as rooms and halls. The reverberant
sound consists of the direct sound and multiple dis-
torted versions caused by reflections off the objects and
surfaces. Moderate levels of reverberation might have
a pleasing effect. However, excessive reverberation re-
duces speech intelligibility. Therefore, we need to quan-
tify the impact of reverberation on speech perception to
ensure appropriate operation of speech applications in
acoustic environments.

The ground truth to assess speech intelligibility is to
carry out subjective tests where human listeners judge
the intelligibility of reverberant speech. However, formal
listening tests are costly and time consuming as well
as impractical for applications requiring fast and cheap
evaluation. Consequently, objective methods have been
proposed to replace subjective tests.

Objective measures to predict intelligibility of rever-
berant speech can be divided into two categories [2]:
signal-based, computed from reverberant speech and
acoustic-based, computed from room acoustic parame-
ters. The two approaches are complementary as they of-
fer different advantages. For instance, an acoustic-based
measure is useful for architectural acoustic design and
planning and real-time operation of acoustic interfaces.

Additionally, acoustic-based estimation of intelligibil-
ity isolates the reverberant component of degradation
when speech is degraded by multiple means besides
reverberation, such as additive noise, non-ideal speaker,
transmission impairment, etc. The model for this compo-
nent can be combined with models for other degradation
components to construct a comprehensive model.
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In enclosed environments reverberation depends on
several factors such as the room geometry, reflectivity
of its surfaces, and positions of the source and receiver.
The acoustic characteristics of a given enclosure can be
modelled with a linear time invariant system where the
reverberant sound at the receiver can be computed as the
source sound convolved with the room impulse response
(RIR). The RIR will vary as the positions of the source
and receiver and surrounding objects change.

Many acoustic parameters computed from the RIR
have been proposed to quantify the reverberation level.
These include the reverberation time T60, the direct-
to-reverberant ratio (DRR), the clarity Cτ index, the
definition Dτ index, and several other parameters [2].
Researchers have investigated the use of acoustic param-
eters in estimating the human perception of reverberant
speech as well as the performance of automatic speech
recognition (ASR) systems in reverberant environments.

In [3], the authors proposed a speech quality measure
based on a nonlinear mapping of three acoustic param-
eters. The resulting measure has high correlation with
subjective quality scores. In [4], the authors showed that
the clarity index C50 is highly correlated with phone
recognition rate. In this paper, we will extend the work
of [3] and [4] for the case of predicting subjective
intelligibility of reverberant speech.

The remainder of this paper is organized as follows.
Section II details the room acoustic parameters to be
used in predicting subjective intelligibility of reverber-
ant speech. Our newly acquired subjective intelligibility
dataset is described in Section III. In Section IV, we
report the experimental results. Finally, conclusions are
provided in Section V.

II. ROOM ACOUSTIC PARAMETERS

The RIR sequence is often divided into two regions
as illustrated in Fig. 1. The first region represents early
reflections which roughly span the first 80 ms of the
RIR. The second region extends over the reminder of the
RIR and represents late reflections. The early reflections
region includes mainly distinctive impulses of large
amplitudes whereas the late reflections region has noise-
like components with smaller amplitudes. The early
reflections contribute to desirable perceptual attributes
such as pleasantness and intelligibility where the late
reflections are associated with annoying attributes of
reverberation. The precise boundary between the two
regions may be varied depending on specific perceptual
attribute(s) of interest.

The RIR sequence shown in Fig. 1 has a peak at time
instant τd which is caused by the direct-path propagation
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Fig. 1: An example of a normalized RIR sequence
indicating the time instant of direct-path sound (τd) and
the boundary between early and late reflections (τ ).

of sound from the source to receiver. The position of the
direct-path peak depends on the source-receiver distance
and its relative amplitude depends on the reflectivity of
objects and walls in the acoustic space. In the following
subsections we will define several acoustic parameters
and formulas that will be used in intelligibility predic-
tion.

A. Reverberation Time (RT)

The RT, first proposed by Sabine [5], is a common
measure of the impact of reverberation on a given sound
signal. The RT, T60, is defined as the time required for
the reverberant energy to decay by 60 dB from its steady
state level after the sound source is switched off. Longer
RT time results in more reverberation effect. The value
of T60 is approximately invariant across the room and
it is determined by the reflectivity of surfaces and the
room geometry.

There are several methods proposed in the literature
to estimate T60 from a measured RIR h(t) [6]–[8]. One
technique uses the normalized energy decay curve (EDC)
defined as [8]

EDC(t) = 10log10

(∫∞
t
h2(τ)dτ∫∞

0
h2(τ)dτ

)
(1)

The EDC has a maximum value of 0 dB. The EDC in
the range from -5 dB down to a stop point, at least 10 dB
above the noise floor, is approximated by a straight line
[4], [6]. T60 is computed as the length of time needed
for the linear approximation to decay from 0 to -60 dB.

B. Direct-to-Reverberant Ratio (DRR)

The DRR is intended to quantify factors due to the
source-receiver distance and the reflection characteristics
of the acoustic space. The DRR, R, is defined as the ratio
of the direct-path energy Ed to the reverberant energy
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Er where Ed is the energy component of the RIR within
a short time interval around the direct-pulse instant τd
and Er is the energy of the remaining part of the RIR.
R is computed as [9]

R =
Ed
Er

=

∫ τd+1ms

τd−0.5ms h
2(τ)dτ∫∞

τd+1ms
h2(τ)dτ

(2)

The authors of [3] proposed the following objective
measure to predict subjective quality of reverberant
speech:

Q = − (T60)
α

Rγ
(3)

This formula extends Berkley and Allen’s [10] formula
that models relative quality degradation as proportional
to the product of T60 and the standard deviation of
the room spectral response. Since the spectral deviation
increases as DRR drops and saturates at around 5.6 dB
when DRR reaches 0 dB [11], the original formula is
applicable only for DRR greater than 0 dB, i.e., when
the direct sound is stronger than the reflected sounds.
The formula of [3] is applicable for both the direct
sound-dominant and reflected sounds-dominant (DRR <
0 dB) regions, with parameters α and γ provided to fit
the quality data. To determine the best values of α and
γ, [3] used exhaustive search in the interval [0,1] with
steps of 0.05. For every combination of α and γ, the
correlation with subjective quality scores is computed
and the exponents that achieve maximum correlation
are determined. In this paper, we will follow the same
approach, but the correlation is computed with subjective
intelligibility scores.

C. Clarity and Definition Indexes

The clarity and definition indexes are measures of the
strength of early reflections. The clarity index is defined
as the dB ratio of early to late energies [12],

Cτ = 10log10

( ∫ τ
τd
h2(t)dt∫∞

τ
h2(t)dt

)
(4)

and the definition index is defined as the dB ratio of
early to total energies [12],

Dτ = 10log10

( ∫ τ
τd
h2(t)dt∫∞

τd
h2(t)dt

)
(5)

where τ is the extent of early reflections and τd is the
position of the direct-path peak.

The authors of [4] showed that C50 is well correlated
with the accuracy of a standard phone recognizer. Moti-
vated by their conclusion, we will find the length of early
reflections that makes Cτ and Dτ highly correlated with

subjective intelligibility scores. Below, we describe a
subjective intelligibility dataset we produced to validate
the above measures.

III. SUBJECTIVE INTELLIGIBILITY DATA

The subjective intelligibility database contains 12 re-
verberation conditions (RCs) with 4 values of T60 {0.9,
1.2, 1.5, 2.1 seconds} and for each T60 there are 3 R
levels {0, -10, -20 dB}. The RIRs were simulated using
the image method with a 16 kHz sampling rate [13],
[14]. Reverberant speech in each RC was generated by
convolving clean utterances with the RIR.

The speech text was taken from the Northwestern
University Auditory Test No. 6 (NU6) corpus [15].
Each RC had a total of 28 monosyllabic words in
the carrier phrase ”say the word...” spoken by a native
male or female speaker (14 sentences each). The speech
signals were sampled at 16 kHz. Fifteen normal-hearing
English-speaking participants listened to the reverberant
utterances in a sound attenuating booth over headphones.
Listeners responded by typing the target word. Typed
responses were automatically corrected for common typ-
ing and spelling errors and were phonetically transcribed
from the CELEX database [16] and were also visually
inspected. Responses were scored using both word and
phoneme scoring. The intelligibility score assigned to
each RC condition was obtained by averaging over the
15 listeners. Subjective intelligibility is expressed in
two forms: word recognition rate (WRR) and phoneme
recognition rate (PRR). Repeated measures ANOVA
demonstrated significant (p < .001) main effects (T60,
R) and interactions (T60 ×R) for both WRR and PRR.

IV. RESULTS

In the following subsections, we find the correlation-
maximizing parameters α, γ, and τ by exhaustive search
over a grid of values.

A. Finding α and γ

To find the best values of α and γ we vary each of
these parameters in the interval [0,1] with steps of 0.01
and we compute the correlation between the objective
scores computed using Eq. (3) and the subjective scores
expressed in terms of WRR and PRR. The best values of
the exponents are the combination that achieves highest
correlation.

Fig. 2 shows plots of the correlation coefficients
obtained from the 1012 indexed combinations of α and
γ values. Fig. 3 shows scatter plots for the chosen expo-
nents along with a linear fit. We achieve a correlation of
0.957 with WRR scores using α = 0.07 and γ = 0.01.
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Fig. 2: Correlation coefficient versus combination index
for (a) WRR scores and (b) PRR scores. The vertical
dotted line shows the location of maximum correlation.

For the case of PRR scores, we achieve a correlation
of 0.942 using α = 1 and γ = 0.08. From WRR to
PRR, α increases by a factor of 14 while γ increases
by a factor of 8. This suggests that PRR is numerically
more sensitive to T60 than WRR. The shorter duration
of phonemes makes them more vulnerable to increasing
time-domain smearing as T60 increases.

Fig. 2 also shows that many combinations of α and
γ achieve nearly maximum correlation. This can be
explained as follows. Let c be a positive number. There
are many values of c such that if we replace the above
correlation-maximizing α and γ with cα and cγ in
Eq. (3), respectively, the correlation is still close to the
maximum.

For the case of reverberant speech quality prediction,
the highest correlation obtained in [3] is 0.942 with α =
0.6 and γ = 0.15. The larger α− γ ratio for WRR and
PRR than the subjective quality in [3] suggests that for
sufficiently reverberant speech, intelligibility degradation
is more sensitive to T60 than quality degradation.

B. Finding τ

We find the time length of early reflections that is
best correlated with subjective intelligibility by varying
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Fig. 3: Scatter plots between objective and subjective
scores for the chosen exponents. (a) WRR scores and
(b) PRR scores.

τ in the range 0.1 ms to 800 ms with 0.5 ms steps and
examine the correlation between subjective scores and
Cτ and Dτ , separately.

Fig. 4 shows plots of correlation obtained with Cτ and
Dτ as a function of the time index τ . Fig. 5 shows scatter
plots for the acoustic indexes yielding highest correlation
and their linear fitting. When predicting WRR scores the
maximum correlation for both Cτ and Dτ is obtained
at τ = 93.6 ms where the correlation is 0.965 for Cτ
and 0.942 for Dτ . Regarding PRR scores, Cτ provides
maximum correlation of 0.920 obtained at τ = 137.6 ms
and Dτ provides maximum correlation of 0.941 obtained
at τ = 265.6 ms. The larger τ values needed for PRR
are akin to the need to rebalance the exponent weights
α and γ on RT and DRR, as we saw earlier.

The maximum correlation with WRR and PRR using
RIR parameter Cτ or Dτ is about the same as obtained
using the Q score (Eq. (3)). This corroborates the general
understanding that intelligibility is a function of the
contrast between early and late reflection energies. T60
and R are more directly relatable to the physical acoustic
setting. The Q formula (Eq. (3)) may be more convenient
for sensor-rich human computer interfaces that track
their environments.
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Fig. 4: Correlation coefficients versus values of τ . (a)
WRR scores and (b) PRR scores.

V. CONCLUSION

We have used newly gathered subjective intelligibil-
ity test data to optimize and validate several acoustic
parameter-based measures for estimating the intelligibil-
ity of reverberated speech signals. The measures showed
good correlation with the test scores. Further testing will
be performed to characterize the relation of subjective
intelligibility with other perceptual attributes.
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