ISBN 978-90-827970-1-5 © EURASIP 2018

2018 26th European Signal Processing Conference (EUSIPCO)

AN UNSUPERVISED FRAME SELECTION TECHNIQUE FOR ROBUST EMOTION
RECOGNITION IN NOISY SPEECH

Meghna Pandharipande, Rupayan Chakraborty, Ashish Panda, Sunil Kumar Kopparapu

TCS Research and Innovations Mumbai, Thane West-400601, Maharashtra, INDIA

ABSTRACT

Automatic emotion recognition with good accuracy has been
demonstrated for clean speech, but the performance deteri-
orates quickly when speech is contaminated with noise. In
this paper, we propose a front-end voice activity detector
(VAD)-based unsupervised method to select the frames with
a relatively better signal to noise ratio (SNR) in the spoken
utterances. Then we extract a large number of statistical
features from low-level audio descriptors for the purpose of
emotion recognition by using state-of-art classifiers. Exten-
sive experimentation on two standard databases contaminated
with 5 types of noise (Babble, F-16, Factory, Volvo, and HF-
channel) from the Noisex-92 noise database at 5 different
SNR levels (0, 5, 10, 15, 20dB) have been carried out. While
performing all experiments to classify emotions both at the
categorical and the dimensional spaces, the proposed tech-
nique outperforms a Recurrent Neural Network (RNN)-based
VAD across all 5 types and levels of noises, and for both the
databases.

Index Terms— Speech emotion, Noisy speech, Voice ac-
tivity detector, Emotion recognition

1. INTRODUCTION

Emotion recognition from the clean speech is an active re-
search area, and the performance has been reported with good
accuracies [1-3]. However, the interest is already shifting
to identify emotion in a speech from the realistic environ-
ments, where the signals are expected to be noisy. Like other
speech technologies, emotion recognition also suffers from
the degradation in performance in noisy speech.

Emotion recognition in noisy speech has been addressed
in the literature using different methods, like using a robust
set of acoustic features, enhancing signals, eliminating noise,
adapting models and compensating features etc. In [4, 5],
authors used a large set of robust acoustic features with
Information-Gain-Ratio (IGR) filter-selection for picking up
attributes according to noise conditions. Emotion recognition
from noisy speech has also been performed by using Lin-
ear Discriminant Analysis (LDA) and Principal Component
Analysis (PCA) based feature reduction with sequential for-
ward selection (SFS) [6]. Noise robust feature selection using

weighted discrete-KNN has been found to be beneficial for
detecting emotion in noisy speech [7].

In [8], histogram equalization is used to reduce the differ-
ence between feature vectors (pitch and MFCC) in clean and
noisy conditions. Authors have used speech enhancement al-
gorithms, based on spectral subtraction and the masking prop-
erty to improve emotion classification for white noise contam-
inated speech in [9]. In [10], authors investigated audio signal
denoising methods in cepstral and log-spectral domains and
compared them with standard techniques by using average
acoustic distance metrics. Further, they were applied to auto-
matic recognition of natural and spontaneous emotions under
simulated smart-phone-recorded noisy conditions. In [11],
authors presented a noise cancellation framework based on
the adaptive thresholding in wavelet domain as a front end
to the speech emotion recognizer. In [12], spectral subtrac-
tion, Wiener filter and Minimum Mean Square Error (MMSE)
based noise reduction has been used for the analysis of emo-
tional speech. An approach of robust emotion recognition in
noisy speech is proposed in [13], by using a weighted sparse
representation model, which is based on the maximum likeli-
hood estimation. In [14], authors have achieved better robust-
ness with Deep Belief Networks (DBN) for emotion recogni-
tion.

In this paper, we propose to use a front-end signal pro-
cessing block for discarding the noise affected and silence
frames in spoken utterances. In particular, the frame selec-
tion is based on a VAD, which helps in identifying the frames
with high SNR levels. Since noise/silence frames are not ex-
pected to contribute positively to emotion recognition, we ex-
pect that significant performance gain can be achieved by dis-
carding frames with the high noise level. Compared to the
noise robust techniques described in the above paragraphs, the
proposed approach is advantageous in several ways. First, it
can be used along with any of the previously mentioned noise
robustness techniques. Second, unlike the model adaptation
or feature compensation technique, the proposed method is
not specific to a particular model or feature. Third, the com-
putational complexity of the proposed method is extremely
low compared to other noise robustness techniques or even
other supervised VADs. It should be noted that the proposed
VAD is not designed to counter the Lombard effect in noisy
speech [15]. Nonetheless, it will improve the performance of
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Fig. 1. Noisy speech emotion recognition system

the system by discarding spurious frames and it can be used
along with the techniques designed specifically for the Lom-
bard effect.

Although VAD has been used in emotion recognition task
(e.g. [16] [17]), it has not been studied for its effectiveness in
noisy speech scenarios. In this paper, we show that the pro-
posed method results in significant performance gain, even
without any other noise robustness techniques. We also com-
pare the performance of our technique with that of the RNN
based VAD (from openSMILE toolkit) [18]. The latter is a
data-driven approach and uses noise models trained from a
large set of noisy signals and is thus computationally com-
plex. Despite being unsupervised and computationally sim-
ple, the proposed method outperforms the RNN based VAD
by a significant margin.

The rest of the paper is organized as follows. Section
2 presents emotion recognition system, along with our pro-
posed VAD algorithm and the RNN-based VAD. In section
3, we explain the experimental setup, databases, results, and
analysis. We conclude in Section 4.

2. VOICE ACTIVITY DETECTOR BASED EMOTION
RECOGNITION SYSTEM

The noisy speech emotion recognition system is designed as
depicted in Figure 1. As mentioned earlier, the main con-
tribution of this paper is to propose, design and implement
the front-end of the system, i.e. the VAD-based frame selec-
tion block. At the output of this block, noisy frames from the
input spoken utterance are discarded based on the relative en-
ergy based algorithm and expected to reduce the overall noise
energy from the noisy speech.

2.1. Proposed VAD for noise reduction

The proposed VAD relies on tracking the noise floor and then
selecting the speech frames which have the desired energy
levels. This continuous and adaptive estimation of the noise
floor and the ability of the VAD to set the desired energy value
for frames to be selected make it eminently suitable for front-
end processing in emotion recognition. The proposed VAD is
described below:

The input speech signal is divided into frames of a certain
duration (say 20 ms). The noise floor n; is initialized to a
certain value (in our case, we have used the average energy of
the first four frames). This represents the average energy of a
frame of noise. Next, energy x s is computed for each frame

of the input speech signal. However, we follow a different
process to compute the frame energies. To compute the en-
ergy of i frame, we compute the average energy of frames
(i — k) through (i 4 k). Next, for frames ¢ = 1,2,..,T, a
ratio 7 is computed as z s /ny. A frame is rejected if the ratio
falls below a certain threshold 6. If a frame is rejected, then
the frame energy contributes to the noise floor adaptation in
the following way. If the rejected frame energy is less than
a certain range of the floor value (i.e., if zy < wyny, where
wy, is a multiplication factor), then the rejected frame energy
goes to an array N of P values arranged in First-In-First-Out
manner. The new noise floor is then computed as the average
of the P values in the array N. Thus, the noise floor is up-
dated for every frame and the value of the noise floor changes
with time.

Although above described VAD shares some attributes
with the VAD described in [19], it has certain new and impor-
tant traits that make it more robust in noisy speech emotion
recognition. First, the computation of the frame energy is
done over a neighborhood. This prevents sudden and tran-
sient fluctuation in energy due to the noise clicks and peaks
from affecting the frame energies. Second, the change in
noise floor is more gradual due to the array of P values.
This lessens the effect of the spuriously rejected frames on
the noise floor. Third, we are not considering buffer frames,
which makes the VAD more efficient. The buffer frames pre-
vent clipped words and hence improve intelligibility of the
spoken utterance. However, although clipped words may de-
grade speech recognition, they are unlikely to affect emotion
recognition. Therefore, we have not considered buffer frames
in this paper.

2.2. Data-driven statistical VAD

Data-driven VAD is a statistical classifier which is trained to
identify speech/non-speech frames from the acoustic features.
We compare the proposed VAD with an RNN based VAD
which uses traditional frame-wise features, capable of learn-
ing the dynamics of the inputs and use previous inputs adap-
tively for the decision of the current frame [18]. In particular,
LSTM-RNN is used for their ability to model long-range de-
pendencies between the inputs in comparison with other com-
mon data-driven VAD approaches (GMM or ANN), which do
not consider any temporal dependencies. The LSTM-RNN is
able to capture context information by introducing the con-
cept of a memory cell which can be read, written and reset
depending on the feature context and previous outputs. The
networks used here for VAD have an input layer that takes the
low-level acoustic feature vectors (RASTA-PLP with cepstral
coefficients and their first order delta coefficients), multiple
hidden layers, and an output layer with a single linear unit.
The networks are trained as regressors to output a voicing
score for every frame in the range [—1;+1]; +1 indicating
voicing, —1 indicating silence or noise. Features extraction
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Fig. 2. Parameter tuning using data from EMO-DB

is done with openSMILE toolkit and z-normalization was ap-
plied to all features (mean 0, variance 1) [20].

3. EXPERIMENTS AND RESULTS

3.1. Databases

To test our proposed technique in noisy speech emotion
recognition task, we have used 2 standard emotional databases,
namely (1) Berlin emotional database (Emo-DB) [21, 22]
(2) Interactive emotional dyadic motion capture database
(IEMOCAP) [23,24]. Emo-DB dataset consists of 535 emo-
tional speech utterances, where 10 professional actors (5
male and 5 female) participated to act for 7 emotions (anger,
boredom, disgust, anxiety, happy, sad and neutral). IEMO-
CAP database is an interactive, spontaneous, multimodal
database of approximately 12 hours of audiovisual data that
consists of dyadic sessions where interactions took place on
improvisations or scripted scenarios. Multiple annotators
annotated the sample in both categorical and dimensional
space. To corrupt the clean emotional speech from the above-
mentioned databases, we used noise samples from Noisex-92
database [25]. In particular, we have taken 5 different types
of noise (Voice babble, Factory noise, HF radio channel, F-16
fighter-jets, and Volvo 340). FANT toolkit is used for con-
taminating noise to the clean speech samples for 5 SNR levels
(0, 5, 10, 15, and 20dB) [26].

3.2. Parameters tuning for proposed VAD

Since the proposed VAD has the flexibility to adjust its param-
eters, we conducted a set of experiments to reach the optimal
parameter values. First, we varied frame duration from 10ms
to 40ms, with 10ms shift. We found that the best performance
was obtained for 20 ms frame duration. The number of frames
considered in the neighborhood for computing the average en-
ergy was also fixed empirically, and the best results were ob-
tained when k = 2 was considered. Similarly, to arrive at the
optimal threshold value (i.e. 6) we conducted a series of ex-
periments and obtained emotion Recognition Accuracy (RA).
Figure 2 plot the RAs for various threshold values. As a ref-
erence, we also plotted RA for the baseline and RNN-VAD.

Note that the baseline results are obtained without VAD or any
other noise reduction technique. To select the optimal value
for 6, we calculated the average RA over all types of noise and
found the best RA (i.e. 85.57%) for § = 2.5, which is shown
in the Fig. 2. It is worth noting that although these parameters
were tuned on Emo-DB database, the same parameters hold
equally well for IEMOCAP database. Thus, these parameters
are not database specific.

3.3. Emotion recognition system

Once the noisy speech is passed through VAD for noise re-
duction, we extract large set of high level audio features (high
level descriptors (HLDs)) from the popular set of low level au-
dio descriptors (i.e. LLDs) like Log-energies, voice probabil-
ity, frequency-band energies, MFCCs, pitch, FO, ZCR, LSP,
FFT, melspec magnitude so that it carries more relevant in-
formation about the emotion compared to just using LLDs.
Since the HLDs are statistics (up to fourth order) of LLDs
overall smaller frames (20 ms) in a spoken utterance, the di-
mension of the acoustic features remains same (i.e. 6552) for
all utterances. We have used emo_large configuration file
from the openSMILE toolkit for extraction of acoustic fea-
tures (HLDs from LLDs) [20]. Then the acoustic features
are fed to the Support Vector Machine (SVM) classifier for
recognition, and 5-fold stratified cross-validation is used in
all experiments. LibSVM classifier with linear kernel from
WEKA machine learning toolkit has been used [27].

3.4. Results and analysis

In Table 1, we put the recognition accuracies (RA in %)
for the emotions classified in categorical space, 7 classes for
Emo-DB and 9 classes for [IEMOCAP, 5 types of noises (Bab-
ble, F-16, Factory, HF-channel, Volvo) with 5 SNR levels (0,
5, 10, 15, 20 dB). We also put RA results for data-driven VAD
from openSMILE toolkit for the purpose of comparing. RA
for the baseline system that does not use any VAD is also tab-
ulated as a reference. As observed, the proposed VAD based
emotion recognition system always produces superior result
compared to the RNN-based VAD and the reference baseline
system. For Emo-DB database, an absolute improvements
in RA (in %) of 5.54 (Babble), 7.24 (F-16), 4.19 (Factory),
4.56 (HF-channel), 5.68 (Volvo) with a mean of 5.54 average
over noises are observed by using our proposed VAD over
the baseline. Similarly for the same database, absolute im-
provements in RA (in %) of 3.07 (Babble), 2.95 (F-16), 2.38
(Factory), 2.39 (HF-channel), 1.48 (Volvo) with a mean of
2.39 average over noises are observed by using our proposed
VAD over the RNN-based VAD. As shown in Table 1, for
IEMOCAP database, an absolute improvements in RA (in
%) of 8.51 (Babble), 3.26 (F-16), 6.44 (Factory), 5.41 (HF-
channel), 7.99 (Volvo) with a mean of 6.44 are observed by
using our proposed VAD over the baseline. Similarly for the
same database, an absolute improvements in RA (in %) of
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Table 1. Categorical emotion (RA in %) for Emo-DB and IEMOCAP databases (5 types of noise with 5 SNR levels), Baseline:
using no VAD, RNN-VAD: openSMILE VAD, Prop-VAD: Our proposed VAD )

| Emo-DB |
| | Babble | F16 | Factory | HF-channel | Volvo |

P-VAD P-VAD P-VAD P-VAD P-VAD
I R R e o R e A R I A e B I A R
| 0db | 69.6 | 7252|7644 | 7585 | 77.23 | 68.03 | 72.33 | 73.08 | 7471 | 7481 | 6485 | 68.15| 7046 | 69.58 | 7091 | 69.53 | 79.81 | 79.06 | 81.69 | 8191 | 80.56 |84.85|8523| 85 | 8577 |
| sdb | 7333 | 7856 | 77.75 | 81.8 | 80.30 | 77 | 79.81|80.56 | 82 | 8256 | 7271 | 78.01 | 7682 | 77.89 | 7812 | 76.63 | 80.93 | 84.11 | 84 | 8456 | 8242 |85.16 | 86.04 | 87.17 | 87.95 |
| 10db | 78.83 | 813 | 81.68 | 8437 | 8495 | 80 | 8429|8299 | 87.24 | 87.92 | 78.87 | 80.68 | 82.30 | 83.06 | 8356 | 80 | 82.17 | 86.54 | 8456 | 85.12 | 828 | 87 |87.92| 8848 | 8899 |
| 15db | 83.14 | 84.11 | 8560 | 86.8 | 87.12 | 8149 | 8579 | 85.58 | 89.29 | 90.12 | 8056 |83.73 | 8429 | 84.12 | 850 | 80.74 | 8635 |87.28 | 87.93 | 88.0 | 83.73 | 87.2 | 8841 | 89.42 | 90.15 |
| 20db | 8385 | 8635 | 86.11 | 8885 | 88.99 | 8243 | 87.1 |88.92 | 89.86 | 9073 | 8378 | 85 |8485| 87.55 | 88.12 | 813 | 8654|8798 | 88.61 | 8895 | 84.11 |87.38 | 89.91 | 90.35 | 90.93 |
Mean 7883 813 8151 8437 8371 80 8429 8222 8724 8522 7887 80.68 7974 8306 8114 80 8217 8499 8456 8570 828 87 8750 8848 8875
| IEMOCAP |
| 0db | 3705 | 40.12 | 43.86 | 44.61 | 45.12 | 37.86 | 38.12 | 40.00 | 40.08 | 4032 | 3678 | 37.16 | 40.16 | 4221 | 4271 | 3921 |40.32 | 4397 | 4471 | 4501 | 4407 |46.12 | 4479 | 4809 | 4893 |
| 5db | 409 | 4232|4598 | 46.12 | 46.87 | 3945 | 3945 |40.15 | 4096 | 41.03 | 377 | 3892|4178 | 43.11 | 4393 | 41.09 | 4221 | 4515 | 4643 | 4673 | 4473 | 46.66 | 4812 | 5175 | 5187 |
| 10db | 44.12 | 47.19 | 50.19 | 52.63 | 53.01 | 40.96 | 40.96 | 42.11 | 4422 | 44.65 | 39.48 | 42.61 | 43.62 | 4592 | 4601 | 42.1 | 4298 |46.52 | 47.51 | 4812 | 4612 |50.18 | 52.71 | 5411 | 54.76 |
| 15db | 48.95 | 50.67 | 53.67 | 5576 | 5581 | 4231 | 4231|4532 | 47.62 | 4811 | 40.87 | 43.11 | 46.12 | 47.66 | 48.12 | 43.25 | 44.67 | 4791 | 48.16 | 4876 | 4805 | 5267 | 55.16 | 56.37 | 56.95 |
| 20db | 52.87 | 5433|5612 | 57.82 | 56.12 | 43 | 43 | 4892 | 52.19 | 5351 | 419 | 4465|4695 | 4892 | 49.13 | 4433 | 4511 | 49.12 | 50.37 | 5098 | 49.33 | 539 | 56.25 | 5875 | 59.10 |
Mean 4412 47.19 4996 5263 5138 4096 4096 433 4422 4542 3948 4261 4372 4592 4598 421 4298 4653 4751 4792 4612 5008 5140 5411 5432

Table 2. Dimensional emotion recognition accuracies (Correlation coefficients (CC) and Mean absolute error (MAE) for
IEMOCAP database (5 types of noise with 5 SNR levels), Baseline: using no VAD, RNN-VAD: openSMILE VAD, Prop-VAD:

ISBN 978-90-827970-1-5 © EURASIP 2018

Our proposed VAD

‘ ‘ Babble ‘ F16 ‘ Factory ‘ HF-channel ‘ Volvo ‘
| | Baseline RNN-VAD Prop-VAD | Baseline RNN-VAD Prop-VAD | Baseline RNN-VAD Prop-VAD | Baseline RNN-VAD Prop-VAD | Baseline RNN-VAD Prop-VAD |
opp |_CC | 056 057 058 | 056 056 057 | 054 0.54 054 | 057 0.57 058 | 058 058 058 |

\ MAE | 054 0.56 055 | 034 054 054 | 055 0.55 056 | 033 0.53 053 | 033 0.53 053 |

spp |_CC | 057 0.57 058 | 057 0.58 059 | 056 0.56 056 | 058 0.58 059 | 059 0.59 059 |

\ MAE | 053 0.53 054 | 053 0.53 052 | 054 0.54 053 | 053 0.52 052 | 032 0.52 052 |

10pp |_CC | 058 0.58 059 | 058 0.58 0.6 | 057 0.58 059 | 071 0.71 071 | 059 0.59 0.6 |

\ MAE | 052 0.52 052 | 053 0.53 052 | 033 0.53 053 | 04 04 04 [ 032 0.52 052 |

15pB |_CC | 059 0.6 061 | 058 0.59 0.6 | 058 0.59 059 | 071 0.71 072 | 06 0.61 0.61 |

\ MAE | 053 0.52 051 | 053 052 051 | 053 0.53 052 | 04 0.39 039 | 052 0.52 051 |

2opp |_CC | 059 0.61 062 | 059 0.59 061 | 059 0.59 0.6 | 071 0.72 073 | 06 0.61 0.62 |

MAE 0.52 0.51 05 | 052 0.51 05 | 053 0.52 052 | 039 0.39 038 | 052 051 05 |

5.44 (Babble), 2.6 (F-16), 3.31 (Factory), 4.53 (HF-channel),
3.93 (Volvo) with a mean of 3.93 average over noises are
observed by using our proposed VAD over the RNN-based
VAD.

In Table 2, we show the performance of mean absolute
error (MAE) and correlation coefficients (CC) for the emo-
tions classified in dimensional space (3 dimensions: arousal,
valence and dominance) for IEMOCAP database, 5 types of
noises (Babble, F-16, Factory, HF-channel, Volvo) with 5
SNR levels (0, 5, 10, 15, 20 dB). However, because of the
space constraint, instead of putting all the performance values
individually for all 3 dimensions, we tabulated the average of
performance metrics (MAE and CC) for 3 dimensions. We
have also put results for data-driven VAD from openSMILE
toolkit for the purpose of comparing. Performance for the
baseline system that does not use any VAD is also tabulated
as a reference. Again, similar to the Table 1, we observed
that our proposed VAD based emotion recognition system, in
general, produces superior result compared to the RNN-based
VAD and the reference baseline system.

In addition to all above-mentioned experiments for noisy
emotional speech, we also conducted experiments for clean
speech using our proposed VAD to check its contribution.
It is worth mentioning that our proposed VAD based system

is able to achieve absolute 1% improvement in RA over the
baseline result.

4. CONCLUSIONS

In this paper, we propose a novel and useful front-end voice
activity detector (VAD)-based unsupervised method to select
the frames with relatively better SNR in the spoken utterances
for robust emotion recognition in noisy speech. We exper-
imentally validated the usefulness of our proposed VAD by
conducting extensive experimentations on two standard emo-
tional databases contaminated with 5 different types of noise
(with 5 SNR levels). The proposed technique outperforms the
RNN-based VAD across all types and levels of noises, and
for both the databases. This is all the more interesting, the
proposed VAD is considerably simpler than the RNN based
VAD. Moreover, we got better performance, overall, in all
experiments to classify emotions both in the categorical and
the dimensional spaces. This study indicates that frame se-
lection has an important contribution to emotion recognition
from speech.
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