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Abstract—Behavioural biometrics looks at discriminative fea-
tures of a person’s measurable behaviour, which is known to
show high variance over long stretches of time. In psychology, a
significant portion of this behavioural variance is explained by
an individual improving their skill at performing behaviours,
mostly through practice. Understanding what the effects of
practice are on biometric recognition performance should allow
us to account for much of this variance, as well as make
individual behavioural biometric studies easier to compare [15].
We hypothesize that more accumulated practice will lead to
both more stable and increased recognition performance. We
argue that these are significant effects and show that practice in
general is under-investigated. We introduce a novel method of
analysis, the Start-to-Train Interval (STI)/Train-to-Test Interval
(TTI) contour plot, which allows for systematic investigation of
how recognition performance develops under increased practice.
We applied this method to three data sets of a Discrete Sequence
Production (DSP) task, a task that consists of repeatedly (500+
times) typing in a simple password, and found that more practice
both significantly increases recognition performance and makes
it more stable. These findings call for further investigation into
the effects of practice on recognition performance for more
standard behavioural biometric paradigms.

I. INTRODUCTION

Behavioural Biometrics (BB) in the context of security and
authentication looks at measured behaviour in order to make
decisions about a person’s identity. Many different types of
behaviour can be used, e.g. flutists show enough idiosyn-
cracies in their play to allow recognition by the movement
of their flute in space [3] and amateur radio operators can
learn to recognize other operators by their telegraphic style, or
"fist", even before direct identification is received [12]. Both
are examples of idiosyncratic behaviour by experts, similar in
level of skill to the professional typists [27] which the earliest
behavioural biometric studies focused on [12], [24].

Contemporary behavioural biometric studies focus both
more on broader populations, which will include people with
skill levels ranging from novice, to intermediate to expert, and
on developing new task paradigms (e.g. [8], [20]), where ini-
tially people of expert skill might not even exist. In both cases,
we should expect significant skill development to happen in
the lifetime of a behavioural biometric application, with a
major driver being (deliberate) practice [11]. Practice should
have significant effects on an individual’s behaviour, but
the effects of practice on behavioural biometric recognition
performance are not yet well understood.

A. Practice & Motor Skill Learning

We look to (cognitive) psychology literature, and specif-
ically motor skill learning literature, as a first step towards

understanding such effects. In motor skill learning, skill im-
provements are defined as wholesale changes in the location
and shape of a Speed-Accuracy Trade-off Function (SATF).
SATFs denote a fundamental trade-off; increased speed of
execution will mean loss of accuracy, and vice versa [13].
From this definition of skill improvement, two possible effects
of practice on recognition performance become apparent.
One, an increasing convexity of the SATF under improving
skill will mean fewer SATF-related behavioural adaptions, re-
sulting in lower within-subject behavioural variance for higher
skilled individuals, which should mean improved recognition
performance down the line, see Figure 1a. Two, the shifts in
location of the SATF slow down as skill improves, indicating
that the range of behaviours related to the SATF changes
slower, which should result in more stable recognition per-
formance with more accumulated practice, see Figure 1b.
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Table I
(A) A STYLIZED EXAMPLE TO SHOW WHAT SATFS MIGHT LOOK LIKE

FOR INDIVIDUAL OF NOVICE, INTERMEDIATE AND EXPERT SKILL, BASED
ON FINDINGS BY [18]. NOTE THE CHANGING SHAPE AND LOCATION OF

THE SATF. (B) AN EXAMPLE OF A POWER LAW OF PRACTICE. NOTE THE
RATE OF SKILL CHANGE BECOMING LOWER FOR THOSE WITH HIGHER

INITIAL SKILL/MORE ACCUMULATED PRACTICE.

B. Practice & Behavioural Biometrics

If the above hypothesized effects are true, behavioural
biometric samples are fundamentally ordered. Collecting a
single sample always involves some practice and thus can
improve skill, which will change the behavioural characteris-
tics underlying the samples and thus affect the next instance
of sample collection. How much will depend both on initial
skill levels, as well as on how much improvement in the
task is feasible. E.g., a new behavioural biometric paradigm
will show very low initial skill levels, which results in high
order dependency (i.e., there is much to improve skill-wise),
whereas sample order for behavioural biometric modalities
such as gait is less important, as the general population can
be expected to be skilled walkers. Due to high likely sample
order dependence for new behavioural biometric applications,
we should thus present our results across some dimension
of practice. We assume repetition count/sample index is a
good enough proxy for a measure of practice, noting that not
all practice is equal [11] and timing/spacing of instances of
practice significantly affect skill development [22].

A single biometric analysis distributes a selection of sam-
ples across a training and test set and reports on results.
In order to account for practice, it is important to look at
how many and which samples are discarded (not used for
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Figure 1. An overview of how samples fell into tutorial, training, usage and
testing categories per participant for different recent studies.

the analysis), both those before the training samples, and
before the test samples. We dub these sample intervals the
Start-to-Train Interval (STI) and Train-to-Test Interval (TTI)
respectively. Increasing the STI makes us discard more initial
samples, allowing us to look at how different levels of initial
skill affect recognition performance. Similarly, increasing the
TTI simulates extended use of the behavioural biometric
application, and how recognition performance develops with
use. Figure 1 shows an overview of how samples were picked
for a selection of recent studies; note how only some used (in
our terms) an STI, and none used a TTI, indicating that there
is an incognizance in literature when it comes to this topic.

Again, it is unclear whether the hypothesized effects, that
with practice recognition performance both increases and
stays stable for longer, really exist and whether these effects
are strong enough to matter. However, from the fact that there
is rich literature on practice in motor skill learning, and that it
is something under-investigated in contemporary behavioural
biometric literature, we can make the case that these effects

are likely significant and worth investigating for any new
behavioural biometric application. In using the concepts of
sample order intervals, the STI and TTI, we can analyze data
systematically with regards to practice, ideally allowing for
higher comparability of study results [15].

The aim of this paper is therefore twofold. First, we use the
STI/TTI concept to introduce a novel method of presenting
recognition performance with regards to practice. Two, we
use this method to analyze three existing data sets from motor
skill studies, in which high amounts of repetition (500+) is the
norm, to investigate the existence of our hypothesized effects
of practice on biometric recognition performance, and report
on our findings.

II. METHODS

A. Data sets

Table II shows an overview of the three data sets we
analyzed. All data sets were gathered through a task paradigm
called the Discrete Sequence Production (DSP) task. A DSP
task is basically a repeated entry of a very simple password,
see [1] for details. All three data sets included the practice
of 2 individual sequences/passwords. For both [25] and [26],
these were 6-character passwords. For [6], there was one 6-
character and one 3-character password. We did not analyze
the 3-character password. A caveat of these data sets is that
no key-up times were recorded, only key-down, meaning
recognition performance is likely lower than it could have
been. We therefore report on trends in relative recognition
performance rates, rather than interpreting the the absolute
values.
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Verwey2009a [25] 48 518 7 74 7
Verwey2009b [25] 48 518 7 74 7
Verwey2016a [26] 24 600 15 40 4
Verwey2016b [26] 24 600 15 40 4
Barnhoorn2017a [6] 32 432 18 24 2

Table II
OVERVIEW OF THE ANALYZED DATA SETS.

B. Analyses

For our analyses, we only considered "practice" blocks,
in which more straight-forward password entry behaviour
is requested of participants. Between blocks, breaks were
included, we refer to [6], [25], [26] for specifics on how these
breaks were structured. Our samples consisted of 7 features;
6 key-down values, as well as a precise accuracy value
indicating if and where mistakes were made. We imputed
missing values by a unrealistically high key-down time (1e6
seconds). We used the out-of-the-box random forests (RF)
classifier available in the python library scikit-learn [17], only
default settings were chosen. RF classifiers are resistant to
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outliers, such as those introduced by our imputation strat-
egy. They also have the added benefit of being somewhat
introspectable, as they are based on decision tree classifiers,
which is an interesting property to have moving forward with
similar studies. We report the recognition performance of our
classifier in terms of Equal Error Rates (EER).

We chose a sample size of 24 for both the classifier training
and test sets. We incremented the STI and TTI in steps of
12 and exhaustively tested all combinations of STI and TTI
against eachother. As our intervals are bounded by the amount
of samples in the data set, the STI + TTI is always less than
the total amount of samples per sequence.

For representation of the EERs, we introduce a novel
presentation method we named the STI/TTI contour plot,
in which we plot the EER against the STI and TTI values
that generated it. This creates a plot filling the lower triangle
of the graph, bounded by the line STI + TTI = #samples.
The STI/TTI contour plot was chosen specifically because it
makes it easy to see how recognition performance develops
under practice qualitatively.

III. RESULTS
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Table III
STI/TTI CONTOUR PLOTS OF THE ANALYZED SEQUENCES.

We present the individual STI/TTI contour plots in Ta-
ble III. The most salient feature of these contour plots is
how the areas of EER seem to fan out from the origin point
(where STI == TTI == 0). These patterns hold for all contour
plots, but we generally find lower EERs for both verwey2009
sequences, with a minimum in the 0.24-0.32 EER range, than
for the other sequences, with a minimum EER in the 0.08-0.16
range. There seem to be some interesting artifacts that make
the contours look jagged, and although some are probably
due to the hard thresholding between values of EERs that are

likely very similar (very noticeable in verwey2016a), others
can be explained by the (length of) breaks between repetition
blocks [25], which we will expand on later.

Looking at the Verwey2009 and Verwey2016 studies, we
see that the specific form of the contour plots differ quite a
bit between the two studies. However, within these studies
the contour plots are highly similar. The shape of the contour
plots suggest some relationship between the STI/TTI and the
EER, a relationship apparently influenced by the specific set-
up of the individual studies.

From the individual contour plots, we can see two general
trends. First, as we increase the STI, we find that our
recognition performance generally becomes lower (barring
some exceptions). This suggests a more stable recognition
performance as we allow for more initial practice. As we
increase the TTI however, we find that recognition quickly
deteriorates, at times to the point where the decision is
effectively random (an EER of .5).

There also seems to be some interaction between STI and
TTIs. If we take vertical slices at increasing STI values,
we find that our EER deteriorates with increased TTIs, but
we also find that this rate of deterioration decreases with
an increased STI. Suggesting that the more participants are
allowed to practice, the longer the recognition performance
stays stable. If we take horizontal slices of the contour
plots at increasing TTIs, we simulate how the recognition
performance of specific applications will be at different points
in their lifetime, dependent on how much practice a user was
allowed before enrollment. As we increase the STI, the EER
becomes better, but we also find that with a lower TTI, the
rate of EER change is higher.

Some of the earlier mentioned artifacts can be explained
by experimental design decisions. There is a sine-wave-like
periodicity in the EER in the Verwey2009 sequences, most
noticeable at low TTIs. The half of the periodicity is about
70 samples long, exactly the amount of repetitions in a
single practice block [25]. A similar dip in EER can be
seen in barnhoorn2017a around the 225 sample mark, which
coincides with a break between day 1 and day 2. Further, we
note that the magnitude of these artifacts is similar, although
breaks were hugely different in time (7 minutes vs 1 day).

IV. DISCUSSION

Our primary goal in this paper was to investigate how
practice influences recognition performance and its stability.
Specifically, we hypothesized that more accumulated prac-
tice both results in increased and more stable recognition
performance. Both seem supported by the DSP data sets
we analyzed, as can be fairly easily seen from the STI/TTI
contour plots.

Increased recognition performance with more practice is
the case across the STI axis. For all values of TTI, barring
some artifacts in the contours, we can see much lower EERs
as one increases the STI. Similar increases in recognition
performance can be seen across sequences within a study,
an indication that whatever this specific effect of practice is,
it is stable within participants across multiple instances of the
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same type of sequence. We can also see increased stability
of recognition performance with more practice is generally
the case from looking at the rate at which it deteriorates.
Our recognition performance seems to always deteriorate as
one increases the TTI. However, this rate is much slower for
high STI values than for low STI values. This suggests that
the behavioural patterns our classifier learned to recognize
are unstable, but less unstable for skilled than for unskilled
individuals.

From a psychological perspective, it is unsurprising that
behaviour continues to change for a long time in ever slower
steps [2]. However, as is also shown in [2], different types
of correlations (features) become more and less predictive of
underlying theoretical structures in different stages of prac-
tice (novices, intermediate, expert). If the strength of these
theoretical structures correlate with recognition performance,
it becomes possible that our deterioration in recognition
performance is confounded by our specific features losing
their predictiveness with more practice. There might also be
different features that do not lose their predictiveness and thus
are more resilient to the effects of practice on recognition
performance. This could be investigated in current data sets
by looking at the types of features that white-box classifiers
such as Random Forests find most discriminating, and seeing
if/how these change under practice, however this investigation
is limited by the types of features we have at our disposal and
would ideally require collection of new data sets.

Another caveat that needs mentioning is that in these
studies, many repetitions are performed in a short period of
time, whereas in a typical use-case for a behavioural biometric
application repetitions will be far more spread out in time.
Given the same environments, the typical use-case thus has
to deal with a lack of task focus, whereas small numbers of
longer sessions are more likely to deal with hyper-focus and
fatigue. How these effects compare is unknown in behavioural
biometric literature [19], but further investigations in practice
effects should give us more insight into how such comparisons
can be made.

Further, we did not vary the sample size of our training
or test sets. It is possible that larger sample sizes would
make our recognition performance more robust to changes in
behaviour, as the classifier is able to learn from a wider range
of behavioural patterns. On the other hand, a smaller sample
size, as also reported by [4], could possibly have increased
performance, especially as rates of behavioural change are
very high in the early, low practice phases of the experiment.
It should be clear however, that one might choose different
samples sizes depending on the average skill the population of
users of a behavioural biometric application are likely to have.
Similarly, if one can learn to estimate skill levels, individually
tailoring enrollment phases to individuals should be possible.

We also reported on some miscellaneous findings. Breaks
between practice blocks seem to introduce artifacts, locally
lowered EERs, at points where these breaks happened. Short
breaks of 2 minutes introduced no discernible artifacts, but
longer breaks of 7 minutes and in one case a full day seemed
to introduce artifacts of similar magnitude. This suggests

non-linear effects of time on the stability of our behavioural
patterns, and thus our recognition performance. Although the
effects of practice spacing, as it is known, as well as sleep
on skill improvement is heavily researched (e.g. [22]), not
much is known of its effects on the stability of our behaviour.
This might present an interesting opportunity for collaboration
between the fields of behavioural biometrics and cognitive
psychology.

A final remark has to be made regarding the specific
experimental designs of the studies we looked at. In general,
in behavioural experiments one variable is identified and
systematically changed to see what effects (or lack of effects)
this variable will have on our behaviour. Oftentimes, this
variable is a demographic one, for example in the case of
[6], where the differences in behaviour between groups of
older adults (avg. age 79) and young adults (avg. age 21) was
tested. For this manuscript, we disregarded such variables, as
we wanted to focus on conceptually introducing a toolset to
learn to understand the effects of practice. However, what
the effects of such demographic factors in combination with
practice are on recognition performance should definitely be
investigated at some point. A reading of [6] suggests effects
of age might be especially pronounced for low practice, but
dissappear after high amounts of practice.

A. Conclusion

In this paper we set out to better understand the effects of
practice on behavioural biometric recognition performance.
We found that, as hypothesized, recognition performance
increases and becomes more stable as individuals accumu-
late more practice and become more skilled. However, this
requires significantly more practice than what is usually
allowed in behavioural biometric validation studies. These
results are possibly confounded by several factors, including
available features and highly packed repetitions in time. We
will therefore follow up on this with the collection of more
data sets in order to account for said shortcomings.

Regardless, we believe the STI/TTI contour plot is a
powerful novel method to systematically analyse effects of
practice and show that these effects are clearly significant.
As such, we believe this to be a step in the right direction
towards understanding the effects of practice on recognition
performance, in order to build behavioural biometric applica-
tions that are more robust to it.
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