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Abstract—The problems of echo and noise contaminating a
desired talker signal in a communication or an entertainment
device are considered. In the following, we propose a combined
method comprising a linear echo-canceller followed by a weighted
minimum variance distortionless response (MVDR) beamformer
designed to reduce noise and echo residues. For the echo-
canceller stage we use a fast-converging multichannel QR decom-
position (QRD)-recursive least squares (RLS) method. For the
beamformer stage, we adopt and modify our recently proposed
method of a fast-tracking QRD based MVDR beamformer [1].
We model that the residual echo is dominated by non-linearly
distorted components which undergo the same echo paths as the
non-distorted component. Thereby, the MVDR beamformer is
designed to minimize a weighted sum of the powers of the noise
and of the non-linear echo while maintaining the desired talker
undistorted. The computational and memory complexities of the
proposed algorithm are sufficiently low, making it appropriate
for implementation in mobile devices. The performance of the
proposed method is tested using real recordings from two
commercial devices, a mobile-phone and a smart-speaker.

I. INTRODUCTION

Noise and echo are fundamental problems in speech enhance-
ment applications, e.g., voice communication, speech recognition etc.
Treating them is especially important for distant talker scenarios,
where the desired talker component is weak and the corresponding
signal-to-noise ratio (SNR) and signal-to-echo ratio (SER) are low.
Modern devices usually include a microphone array which enables
introducing spatial filtering, also referred to as beamforming, for
enhancing the desired talker component. Mobile devices with small
form factor usually drive the loudspeaker close to its compression
point for increased efficiency at the expense of introducing non-linear
distortions to the emitted signal. In this case, the performance attained
by a linear echo-canceller is limited and more complicated non-linear
echo cancellation methods, e.g. [2]-[4], are needed.

Numerous methods address the problem of a joint echo cancel-
lation and noise reduction solution [5]. Two common approaches
for combining echo cancellation and beamforming exist: either
beamformer followed by echo-canceller or the other way around.
In the first approach, beamformer followed by echo-canceller, a
lower complexity is attained, since it requires a single channel
echo-canceller. Furthermore, this approach allows for improved echo
cancellation since the noise at the echo-canceller input is reduced by
the beamformer. However, for consistent performance, the echo path
estimator should track variations in both the acoustic echo path and
in the beamformer design. In addition designing the beamformer in
this case is intricate since its inputs contain also echo. In the second
approach the echo-canceller design is decoupled from the subsequent
beamformer. However, this decoupling comes at the expense of addi-
tional computations which are required for applying a multichannel
echo-canceller. More advanced approaches try to alleviate some of
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the problem listed above, see [5]-[7]. Other approaches treat the echo
as a spatial interference that can be reduced by properly designing
the beamformer, see [§]-[10]. However, the latter approaches involve
increased computations since the beamformer and echo-canceller are
jointly optimized using a single multi-dimensional cost function. Due
to this coupling of the echo-canceller design and the beamformer
design, changes in the echo path, noise field or desired talker position
will shift the optimal point and require update. Rapid changes will
lead in the best case to increased computations and in worse cases
to performance degradation.

In the current contribution we address the problem of joint echo
cancellation and beamforming. The problem is formulated in Sec. II.
We propose to combine reference based echo cancellation with
beamforming based echo reduction and adopt the echo-canceller
followed by beamformer approach, see Sec. IV. For the echo-
canceller stage we propose to use the fast-converging multichannel
QR decomposition (QRD)-recursive least squares (RLS) method. For
the beamformer stage, we adopt and modify our recently proposed
method of a fast-tracking QRD based minimum variance distortion-
less response (MVDR) beamformer [1], briefly presented in Sec. III.
We assume that the first-stage echo-canceller is able to track the
multichannel echo paths and cancel the linear echo component. We
further assume that the residual echo at the output of this stage is
dominated by the non-linear echo components which are modeled to
undergo the same acoustic echo paths as the linear echo component.
This assumption allows us to derive a simpler solution compared
to the previously mentioned methods which jointly address echo
cancellation and beamforming and aim to reduce the echo also as
a spatial interference. The MVDR at the second stage is designed
to minimize a weighted sum of the powers of the noise and of the
non-linear echo while maintaining the desired talker undistorted. This
is accomplished by splitting the beamformer into a whitening step,
which spatially whitens the noise, followed by a multichannel filter
which passes the desired talker undistorted and reduces the residual
echo. Note that utilizing spatial degrees of freedom for reducing the
residual echo comes at the expense of noise reduction. We introduce
a design parameter to help control the latter trade-off by applying a
weight to the power of the non-linear echo component. Unlike in [1],
the relative transfer function (RTF) of the desired talker is estimated
in the whitened domain, and it does not require transforming it back
to the microphone signals domain. This saves computations compared
to [1]. Specifically, the proposed method requires the application of
the inverse QRD (IQRD) method, instead of applying both IQRD and
QRD methods. Thus, the computational and memory complexities
of the proposed method are sufficiently low, making it practical for
implementation in mobile devices.

The performance of the proposed method is tested in Sec. V by
using real recordings from two devices, a mobile-phone and a smart-
speaker. The loudspeaker of the mobile-phone generates high non-
linear components whereas the smart-speaker loudspeaker is more
linear. By analyzing the signals at the output of these two different
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cases, we show the robustness of the proposed algorithm and the
contribution of its two stages to the overall performance depending
on the level of the non-linear echo. The proposed algorithm is able
to reduce noise and echo while maintaining the quality of the desired
talker in both cases.

II. PROBLEM FORMULATION

Let us consider the problem of enhancing the speech signal of a
desired talker, denoted s(t), that is picked up by a system comprising
of M microphones and a loudspeaker. The received microphone
signals are contaminated by echo signals, originating from the refer-
ence signal, denoted r(¢), which drives the system loudspeaker, and
noise components, denoted v, (t), for m = 1,..., M. In practice,
due to non-ideal amplifier and loudspeaker, the signal emitted from
the loudspeaker contains non-linear distortions of r(t). Without loss
of generality, we assume that the non-linear distorted component,
denoted as 7(t), is statistically independent of r(t). Denote the
summation of the reference signal and its non-linear distortion, i.e.
r(t) + 7(t), as the emirted reference. The signals are given in the
discrete-time domain with ¢ denoting the time-index and the sample-
rate given by f,. Following these definitions, the received signal at
the m-th microphone, denoted z,, (¢), is

z,,(t) = ¢, () + e, () + 2, ({) )]

where

i (t) Shy () * 5(t)
() She (1) * (x(t) +7(1))

are the received desired talker and echo components, respectively,
with h, .. (t) and h, . (t) being the acoustic impulse responses
(AIRs) relating the desired talker source and the emitted reference,
respectively, with the m-th microphone, where * denotes the con-
volution operator. Note that we model that the non-linear distortion
components of the reference signal undergo the same AIRs as the
reference signal before reaching the microphones.

Transforming the microphone signals to the short time Fourier
transform (STFT) domain, using an equal length of F' for analysis
and synthesis windows with an overlap of D between frames, and
arranging them in vectors yields:

x(n, ) £ e(n, f) +e(n, f) +v(n, f) (@3]

where

C('I’L, f) é [Cl(na f)v MR} CA{(TL, f)]T: hs(na f)s(n, .f)
e(n, f) 2 [ex(n, f),...,en(n, f)]'=he(n, f)(r(n, ) +7(n, f)),

are the speech and the echo components vectors, respectively, with

h(n, f) £ [han(n, f), - haar(n ]
hﬁ(ny f) é [he,l(TL f): AR htﬁy]\/f(n7 f)]T

defined to be the desired talker and echo acoustic transfer functions
(ATFs) vectors, respectively, and n and f denote the time-frame
and frequency-bin indices. Note that we assume that the AIRs are
significantly shorter than the window length F', such that a linear
convolution in the time-domain can be approximated as a multipli-
cation in the STFT domain. Throughout the paper we distinguish
between terms in the STFT domain and in the discrete-time domain
by underlining the latter. Hereon, we omit the frequency-bin index
f for simplicity and all derivations should be interpreted as for a
particular frequency.

Let us analyze the second-order statistics of the received signals.
Considering (2), the spatial covariance matrix of x(n) is:

:(n) = Pc(n) + Be(n) + u(n) ©)
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where

®.(n) = ¢s(n)hs(n)hl (n) @
®.(n) = (¢r(n) + ¢r(n))he(n)hl (n)

are the spatial covariance matrices of the received desired talker and
echo components, respectively, @, (n) is the spatial covariance matrix
of the noise components and we assume that the desired talker source,
the emitted reference and the noise components are statistically
independent. The time-varying spectra of the desired talker source,
the reference signal and its non-linear artifact are denoted as ¢s(n),
¢r(n) and ¢z(n), respectively.

Herein, we aim to enhance the desired talker component from the
observed signals x(n) which are contaminated by echo and noise.

III. QRD-BASED MVDR BEAMFORMER [1]

The MVDR [11], [12] is a common criterion for beamformers
which is designed to minimize the noise variance at the output while
maintaining the desired source undistorted. Its closed-form solution
is given by

wo(n) = @;1(n)hs(7) 5
»(n) hi (n)®; ' (n)hs(n) ©)

where
hs(n) £ hy(n)/hs1(n) (6)

is the RTFs vector, comprising of the desired source ATFs to all
microphones normalized by the desired source ATF to the reference
microphone, selected here as the first microphone.

In a recent contribution in [1], an efficient QRD based implementa-
tion of the MVDR beamformer, capable of fast-tracking of speech and
noise sound fields in dynamic scenarios, has been proposed. Define
the decomposition of the inverted noise covariance matrix ®,*(n)
to a product of its square-root matrices as

&, (n) =87 (n)S™(n) @

where S™1(n) is the square-root matrix of ®,*(n). Note that the
latter decomposition is not unique. Next, by defining

bs(n) £ SfH(n)fls(n) 8)
the MVDR in (5) can be reformulated as:

S”'(n)bs(n)
I[bs ()|

The efficiency of the algorithm results from reformulating the
compute-intensive operations to reuse the matrix ST (n), which
is a recursive estimate of S~ (n), computed from the microphone
signals using the IQRD method. Explicitly these operations are: 1)
tracking the inverse square-root of the noise covariance matrix; 2)
estimating the desired source RTFs vector, bs(n); and 3) estimating
the voice activity detection (VAD) for controlling the adaption. Note
that another QRD procedure which tracks S*(n), an estimate of
S* (n), is required for tracking the desired source RTFs vector.

wy(n) =

IV. PROPOSED METHOD

We propose the following two-stage method for addressing the
echo cancellation and noise reduction problems in a joint approach.
In the first stage, see Sec. IV-A, a linear echo-canceller based on an
efficient implementation of the multichannel IQRD-RLS is applied.
The multichannel output of the first stage as well as the estimated
echo paths are fed-forward to the second stage, which comprises a
weighted MVDR beamformer that is described in Sec. IV-B. The
latter is based on the efficient QRD-based MVDR beamformer [1]
and its design is modified to minimize a weighted sum of the
powers of the noise and residual-echo components at the output
while maintaining the desired source undistorted. We assume that
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the residual echo component is mainly dominated by the non-
linearly distorted reference component 7(n), which undergoes the
same multichannel ATF as the reference signal r(n) before reaching
the microphones. Therefore, we conjecture that by adding a penalty
term with the spatial properties of the echo signal e(n) to the
noise covariance matrix we will be able to utilize spatial degrees of
freedom to further suppress the residual echo. Note that other echo
cancellation methods can be used with this principle. Also note that
the power of the residual echo at the input of the second stage can be
reduced by incorporating non-linear echo cancellation techniques [2]—
[4], however we do not consider them in the current contribution and
leave that for future research. We replace the speech tracking method
in [1] which requires both the inverse square-root and square-root of
the matrix ®, by a more efficient method, described in Sec. IV-C,
that requires only its inverse square-root. A high-level block-diagram
of the proposed method is depicted in Fig. 1.

Echo Canceller Weighted MVDR

update #,,, I

q __bs—(p/ab.
Ve IIbslI* = (lpI*/a

Figure 1: High-level block diagram of the proposed method.

A. IQRD-RLS based multichannel echo-canceller

The optimal estimate for the echo path to the m-th microphone,
i.e. hem(n), is the Wiener filter [13]:

ile,m(n) - d):zm (n)/qﬁr(n)

where ¢z, (n) = E[r(n)z;,(n)] is the cross-correlation of the
reference signal and the m-th microphone signal, respectively,
and - denotes the conjugate operation. We adopt the IQRD-RLS
method [14] for recursively estimating he ., (n). This flavor of the
RLS method is more stable numerically and requires a reduced word
length for representing numbers since it tracks 1/4/é-(n) unlike the
standard RLS which tracks 1/¢,(n). Furthermore, as the standard
RLS, it converges much faster than the least mean squares (LMS)
method [15]. Even though the complexity of the LMS is lower than
that of the RLS, note that the main additional computation is of
1/4/ér(n), which is independent on the number of microphones.

The output of the multichannel echo-canceller signal is denoted
as:

y(n) £ x(n) — fle(n)r(n) =c(n) + é(n) + v(n)

where ~

é(n) £ (he(n) — he(n))r(n) + he(n)i(n). ©
denotes the residual echo component and he(n) =
. . T
[h&l(n),...,he’M(n)] is the estimated multichannel echo
path.

B. A QRD-based Weighted MVDR beamformer

The weighted MVDR beamformer criterion is defined as:
Woe(n) 2 argmin, w ®(n)w s.t. wlh,(n) = 1 (10)

where

®(n) £ &,(n) + udPe(n) (11)
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is the modified noise covariance matrix defined as a weighted sum of
the noise covariance matrix and the residual echo covariance matrix
with the weight parameter p. Examining the residual echo component
in (9) and assuming that the linear echo-canceller of the first stage
has converged, we approximate that the residual echo is dominated
by the non-linearly distorted reference component, i.e.

é(n) ~ h.(n)7(n).
In this case the residual echo covariance matrix is approximated as
®:(n) = dr(n)he(n)h (n).

Recalling the closed-form formula of the MVDR beamformer in (5)
and substituting (11) and (12) in the similar closed-form solution of
(10) yields:

(12)

_ (®.(n) + pdr(n)he(n)h (n)) ™ fls(?) '
h (n) (®,(n) + por(n)he(n)hf (n)) ' hy(n)

Next, we derive a simplified expression for (13) based on the square-
root matrix of ®,*(n). Let us consider the expression & *(n) =

(®4(n) + ¢7(n)he(n)h (71))71 that appears in (13). By applying

the Woodbury identity, the latter expression can be formulated as:

_ 2. (mhe(mh ()@, (n)
1/(1u67(n)) + b (n) @5 (n)he(n)

By substituting (7), (8) and defining the whitened echo transfer
functions (TFs) vector

be(n) £ S~ (n)he(n),

Woe(n) (13)

& '(n)=d, "' (n) (14)

the expression in (14) can be further simplified as:
S~ (m)b. ()b (WS~ (n)
1/(pgi(n)) + [[be(n)[?

Finally, by substituting (15), (8) and defining p(n) £ b (n)bs(n)
and a(n) 2 1/ (ugr(n)) + ||be(n)||?, the weighted MVDR beam-
former in (13) can be reformulated as:

wue(n) = 871 (n)q(n)

& '(n)=S"(n)S " (n)— . (15)

where

» ba(n) — (p(n)/a(n)) be(n)
) = o, ) — (L))

The output of the proposed method is given by
d(n) £q" (n)S™" (n)y(n).

Defining the whitened multichannel output of the echo-canceller as
z(n) = 8 (n)y(n)

and substituting it into (16) yields:
d(n) = a" (n)z(n).

The output signal is transformed back to the time domain and denoted
d(t). Note that the weighted MVDR is split into two stages, the
whitening stage which yields the multichannel signal z(n) and the
spatial filtering stage which yields the output signal d(n).

In practice, constructing the weighted MVDR beamformer requires
terms that are unknown and should be estimated. The square-root
matrix S™'(n) is estimated from the multichannel output of the
echo-canceller stage, i.e. y(n), using the IQRD method as in [1].
The whitened desired source RTFs vector, i.e. bs(n), is estimated
by the procedure described in Sec. IV-C. Note that this procedure
replaces the RTF estimation procedure in [1] and is less complicated
since it does not require applying the QRD method. The whitened
echo TFs vector is computed from the estimated echo TFs vector

16)
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(see Sec. IV-A) as bo(n) £ S~ (n)h.(n). The spectrum of the
non-linearly distorted reference is modeled as a frequency dependent
scaled version of the spectrum of the reference signal:

4737"" (n) = (ﬁf' (n)nr,

where ¢,.(n) = A\rér(n—1) 4 (1—\,)|r(n)|? is a recursive average
estimate of the spectrum of the reference signal ¢.(n), A is a
forgetting factor and 7, is a pre-calibrated time-invariant frequency
scaling. Note that the estimation of ¢z(n) can be improved by
modeling the non-linear distortion function, however this is beyond
the scope of the current contribution. The estimation of the various
terms is controlled by desired talker activity, estimated as in [1], and
by echo signal activity.

C. Whitened desired source RTFs vector tracking

The whitened desired source RTFs vector is estimated in a similar
way to the covariance whitening (CW) method [16]-[18].

Let us consider the whitened multichannel output of the echo-
canceller z(n) in time periods where the desired talker is active and
the reference signal is inactive. By substituting (3),(4),(6) and (8), its
covariance matrix during these periods equals

®.(n) = S~ (n)®.()S ™ (n) = |heu (0)|?6a(n)b. ()b (n) +1

7)
where I denotes an identity matrix. Let g(n) denote the principal
eigenvector of ®(n). From (17), it can be derived that the principal
eigenvector is a normalized version of bs(n), with a normalization
factor of d(n) = 1/||bs(n)|| with an arbitrary phase, i.e.

g(n) = d(n)bs(n). (18)
The scalar §(n) can be determined from (18), (8) and (6) as
§(n) = jis™ (n)g(n) (19)

where jn,, = [01x(m—1)s 1, le(M,m)]T is a selection vector that is
used for extracting the m-th column of an M x M matrix and we
utilize that hs 1 = 1.

Next, assuming that the whitening matrix S™%(n) is a lower
triangular matrix, as in the case of the Cholesky based square-root
decomposition, we note that its inverse matrix S (n) is also lower
triangular and thus conclude that the first row of the matrix S (n)

equals [1/ (s7"(n)), ,0,.. .,0}, where (), ; denotes the (1,1)
element of a matrix. Now, re-evaluating (19), §(n) can be computed

by
(n) = gi(n)/ (87" (n)), ,
and b (n) can be computed from g(n) and S~ (n) by
bi(n) = (S~ (n)), , &(n)/g1(n).

In practice, the whitened desired source RTFs vector in (20) is
computed using estimated values of g(n) and S~ (n). As mentioned
earlier, the matrix S~ (n) is recursively estimated using the IQRD
method, which guarantees that the estimated square-root matrix is
lower-triangular as required. For estimating the principal eignenvector
of ®.(n) we follow the high SNR based approximation that was
developed in [1]. Explicitly, the covariance matrix in (17) is estimated
by recursive averaging as

(20)

&.(n)=1.®.(n—1)+ (1 — X\.)z(n)z(n)

with a forgetting factor of \.. Finally, the principal eigenvector is
approximated as

800 =37 3 5oy (B0 -1)im @D
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. 2 (& (ti) Z(n)fI)el
of approximating the principal eigenvector using (21) is O(M?),
which is significantly lower than O(M?), the complexity of per-
forming an eigenvalue decomposition (EVD).

. Note that the complexity

V. EXPERIMENTAL RESULTS

We evaluate the performance of the proposed algorithm when
applied in two scenarios, in a commercial mobile-phone and in a
commercial smart-speaker. The performance, in terms of SNR and
SER, is evaluated at the reference microphone, x; (t), after the first
stage echo-canceller, transformed for the sake of evaluation to the
time-domain and denoted Y, (t), and at the output of the proposed
method, d(t). Note that the performance is evaluated with real
recordings comprising a mixture of desired talker, echo and noise.
Therefore, the SNR and SER measured are approximated as the ratios
of the speech power, estimated in an echo-free time-segment, and the
noise power and the echo power, respectively estimated during a noise
only time segment and an echo and noise time-segment. The signals
are given at a sampling-rate of 16 kHz, the STFT window size and
the overlap between frames are respectively set to F' = 256 samples
and D = 96 samples. The parameters of the method are set to p = 1,
Az = 0.99 and n, = 0.0631.

In the first scenario, a mobile-phone is used in a speaker-phone
mode during a voice-call and is positioned at the center of the room
at a distance of 30 cm from a desired talker. The mobile-phone
comprises two microphones, positioned at the top and at the bottom
edges, with a spacing of 7 cm, and a loudspeaker, positioned at the
center of the back of the device, at a distance of 3.5 cm from the
microphones. The recorded microphone signals comprise a mixture
of a desired talker, an echo signal and a low ambient noise. The
measured SNR and SER at the reference microphone are 32.0 dB
and —8.9 dB, respectively. The signals of a partial time-segment at
the reference microphone, at the corresponding output of the first-
stage echo-canceller and at the output of the proposed method are
depicted in Fig. 2. This time-segment includes: 1) a speech and noise
segment; 2) an echo and noise segment; and 3) a speech, echo and
noise segment. The spectra during an echo and noise time-segment
and during a desired talker and noise time segment, computed at the
reference microphone, at the corresponding output of the first-stage
echo-canceller and at the output of the proposed method, are depicted

in Fig. 3.
| |
| |

echo, low ambient noise

0.5 T T
Reference microphone
0.3]- —Echo canceller output
——Prop. method output

Bk b o

-0.3

Amplitude

talker, low ambient noise talker, echo, low ambient noise

05 L L L I L I I
1 2 3 4 5 6 7 8

Time [Sec]
Figure 2: Signals from a real recording of a mobile-phone in low
ambient noise: reference microphone signal in grey; echo-canceller
output in blue; and proposed method output in red.

In the second scenario, a smart-speaker playing back an audio
book is placed at the center of a room and located at a distance
of 2.5 m from a desired talker. The cylinder shaped smart-speaker
comprises 8 microphones, placed on its 8 cm diameter top face,
and 4 loudspeakers, placed 18 cm below and at equal angles on
its face. The recorded microphone signals comprise a mixture of
a desired talker, an echo signal and diffuse living room noise. The
measured SNR and SER at the reference microphone are 15.9 dB and
—6 dB, respectively. The signals of a partial time-segment, containing
desired talker, echo and noise, at the reference microphone, at the
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Reference microphone
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Prop. method output
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Figure 3: Spectra of the desired talker signal, on the right, and of the
echo and noise signals, on the left, at different stages of the proposed
method applied to a recording from a mobile-phone.

corresponding output of the first-stage echo-canceller and at the
output of the proposed method, are depicted in Fig. 4.

Reference microphone
——Echo canceller output
Prop. method output

noise

talker, echo, noise noise only talker, echo, noise

0.9 T ) I I I
2 3 4 7

talker, noise echo, noise talker, echo, noise echo, noise NIy |

8 9 10

6
Time [Sec]

Figure 4: Signals from a real recording of a smart-speaker in noisy
living room environment: reference microphone signal in grey; echo-
canceller output in blue; and proposed method output in red.

In Table I we summarize the SNR and the SER, as measured at
the reference microphone, at the output of the echo-canceller and at
the output of the proposed method, for the two devices that were
tested. The SER improvement is 13 dB — 13.7 dB at the output
of the echo-canceller stage for both scenarios, and is 26.1 dB —
27.2 dB at the output of the proposed method for both scenarios.
The SNR improvement at the output of the proposed method for the
mobile-phone and smart-speaker is 4.1 dB and 11.3 dB, respectively.
Evidently, from the depicted signals, their spectra and the average
SNR and SER improvements, the proposed method is capable of
successfully coping with the problems of echo and noise in realistic
conditions and commercial devices, such as a mobile-phone and a
smart-speaker.

Table I: Summary of the SNR and the SER as measured at the
reference microphone, at the output of the echo-canceller and at
the output of the proposed method for the mobile-phone and smart-
speaker devices.

Stage/Criterion SNR [dB] SER [dB]
Meas. Imp. Meas. Imp.

Mobile-phone

Reference mic. 32 - -8.9 -
Echo-canceller out. 32 0 4.1 13
Prop. method out. 36.7 4.7 17.2 26.1

Smart-speaker

Reference mic. 15.9 - -6 -
Echo-canceller out. 15.9 0 7.7 13.7
Prop. method out. 272 11.3 21.2 272

VI. CONCLUSIONS

The problems of echo and noise contaminating a desired talker
signal in a communication or an entertainment device were con-
sidered, and a combined method comprising a linear echo-canceller
followed by a weighted MVDR beamformer, designed to reduce noise
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and echo residues, was presented. The computational and memory
complexities of the proposed algorithm are sufficiently low, making
it appropriate for implementation in mobile devices. The RTF of
the desired talker is estimated in the whitened domain, and does
not require transforming it back to the microphones signals domain.
This saves computations compared to [1]. Specifically, the proposed
method requires the application of the IQRD method, instead of
applying both IQRD and QRD methods. The proposed method was
successfully applied to real recordings from two commercial devices,
a mobile-phone and a smart-speaker.
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