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ABSTRACT 
 
This paper investigates the robustness of the warped discrete 
Fourier transform (WDFT)-based cepstral features for con-
tinuous speech recognition under clean and multistyle train-
ing conditions. In the MFCC and PLP front-ends, in order to 
approximate the nonlinear characteristics of the human 
auditory system in frequency, the speech spectrum is 
warped using the Mel-scale filterbank, which typically con-
sists of overlapping triangular filters. It is well known that 
such nonlinear frequency transformation-based features 
provide better speech recognition accuracy than linear fre-
quency scale features. It has been found that warping the 
DFT spectrum directly, rather than using filterbank averag-
ing, provides a more precise approximation to the perceptual 
scales. WDFT provides non-uniform resolution filter-banks 
whereas DFT provides uniform resolution filter-banks. 
Here, we provide a performance evaluation of the following 
variants of the warped cepstral features: WDFT, and 
WDFT-linear prediction-based MFCC features. Experi-
ments were carried out on the AURORA-4 task. Experimen-
tal results demonstrate that the WDFT-based cepstral fea-
tures outperform the conventional MFCC and PLP both in 
clean and multistyle training conditions in terms of recogni-
tion error rates.  
 

Index Terms— Warped DFT, speech recognition, 
multi-style training, spectrum enhancement, linear predic-
tion  
 

1. INTRODUCTION 
 
Mel-frequency cepstral coefficients (MFCCs) [1] and per-
ceptual linear prediction (PLP) [21] have proven to be ef-
fective features for speech and speaker recognition tasks. 
MFCCs are usually computed by integrating short-term 
spectral power using a Mel-scaled filterbank (MelFB), typi-
cally consisting of overlapping triangular filters. The short-
term power spectrum is warped according to the Mel scale 
to mimic the non-uniform frequency resolution property of 

                                                
 

the human auditory system. MFCC and PLP features per-
form well under matched training and test conditions but the 
performance gap between automatic speech recognizers 
(ASRs) and human listeners in real world settings is signifi-
cant [2, 3]. Different operating conditions during signal 
acquisition - channel response, handset type, additive back-
ground noise, reverberation and so on - lead to feature mis-
match across training and test utterances, thereby degrading 
the performance of the MFCC- and PLP-based recognizers. 
We focus on additive noise degradation. 
There is a large body of research on improving the robust-
ness of speech recognition systems under adverse acoustic 
environments. Environment compensation methods can be 
implemented at the front end (feature domain) [4-16], back 
end (model domain) [17-19] or both. Here, we focus on 
front-end techniques. 
The goal of this paper is to compare several features utiliz-
ing warped DFT  (introduced in [25]). This includes WDFT-
MFCC (MFCC computed from the WDFT spectrum), and 
WDFT-LP (MFCC computed from the WDFT-based linear 
prediction spectrum) for a robust speech recognition task. 
To evaluate and compare the performances of the WDFT 
cepstral features speech recognition experiments are per-
formed on the AURORA-4 [22] LVCSR task both in clean 
and multistyle training conditions and the results are re-
ported on the four evaluation conditions mentioned in sec-
tion 4.1. For comparative purposes, the following front-ends 
are also included: standard MFCC [1], standard PLP [21]. 
Warped DFT-based features are found to provide lower 
recognition error rates than the DFT-based cepstral features. 
 

2. MFCC AND PLP FRONT-ENDS 
 
In the conventional MFCC front-end, processing of a speech 
signal begins with pre-processing (DC removal and pre-
emphasis using a first-order high-pass filter with transfer 
function  11 z  ). Short-time Fourier transform (STFT) 
analysis is then performed using a finite duration (25 ms) 
Hamming window with a frame shift of 10 ms  to estimate 
the power spectrum of the signal. The N -point windowed 
DFT, denoted by  S k , is given by: 
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where k is the frequency bin index, n is the time index, 
 w n  is the window function, and  s n  is the short-time 

speech signal. Here, we choose  w n  as the Hamming win-
dow. DFT provides a fixed frequency resolution, more spe-
cifically 2

N
 , over the whole frequency range [28]. In 

practice, DFT is implemented using the fast Fourier trans-
form (FFT) algorithm. In order to approximate the nonlinear 
characteristics of the human auditory system in frequency, 
the speech spectrum is warped using the Mel-scale filter-
bank, which typically consists of overlapping triangular 
filters. It is well known that such nonlinear frequency trans-
formation-based features provide better speech recognition 
accuracy than linear frequency scale features [1]. The map-
ping from linear frequency f (in Hz) to the Mel-
frequency melf is performed using the following relation: 
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Let F  represent the  fb 2 1N N   filterbank matrix 
with fbN  Mel-filters and C the ceps fbN N  discrete cosine 
transformation matrix with cepsN  cepstral coefficients re-
tained. Let M denote the number of frames. With these ma-
trix notations, the cepsN -dimensional MFCCs c  can be 
obtained from the DFT-based speech spectrum matrix S of 
dimension  2 1N M  as: 

                                   logc C FS .                              (3) 

 
Fig. 1. Different steps of the MFCC and PLP front-ends. 

PLP processing shares some common parts with MFCC 
processing, as shown in Fig. 1. In contrast to MFCC, pre-
emphasis is performed based on an equal-loudness curve 
after Mel-frequency warping. Further, instead of logarithmic 
nonlinearity, cube root compression is performed in PLP to 
approximate the relationship between perceived  loudness 

and the sound intensity [30]. After this stage, an inverse 
discrete Fourier transform (IDFT) is used for obtaining a 
perceptual autocorrelation sequence following linear predic-
tion (LP) coefficient computation. Cepstral recursion is 
performed to obtain the final features from the LP coeffi-
cients [29]. Finally, the feature vector is augmented with 
time derivatives after being normalized by mean and vari-
ance normalization (MVN).  
 

3. WARPED DFT-BASED CEPSTRAL FEATURES 
 
Transforming a linear frequency scale to a non-linear fre-
quency scale is called frequency warping. One method to 
achieve frequency warping is to apply a nonlinearly-scaled 
filterbank, such as a mel filterbank, to the linear frequency 
representation. Another way is to use a conformal mapping, 
such as the bilinear transformation [31-32], which preserves 
the unit circle. It is defined in the z-domain as: 
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where   is the warp factor.  
In warped DFT (WDFT) the locations of the frequency 
points are modified by applying an all-pass transformation 
to warp the frequency axis. Then, uniformly-spaced points 
on the warped frequency axis are equivalent to non-
uniformly-spaced points on the original frequency axis. By 
choosing the warping parameters suitably, one can place 
some of the frequency samples close to each other to pro-
vide higher resolution in the frequency range of interest 
without increasing the length of the DFT [27]. With this 
frequency warping, one can improve the spectral representa-
tion of speech signals in the low frequency region [28].  
  

Fig. 2. Extraction of warped DFT-based cepstral features. Depend-
ing on the selection of the spectrum estimator,  different variants of 
WDFT-based cepstral features are obtained, e.g., WDFT-LP when 
LP spectrum estimation is chosen. 
  
For 8 kHz sampled signals, both the Mel and Bark scale can 
be approximated by warping factors 0.31   and 0.42,    
respectively [12]. Warping the DFT spectrum directly, 



rather than using filterbank averaging, provides a more 
precise approximation to the perceptual scales [12].  
The warped short-time speech spectrum is obtained by ap-
plying a warped DFT matrix W , whose elements are given 
by 2 ,kn j kn NW e 

  k  being uniformly spaced on the Mel 
scale instead of the linear frequency (e.g., Hz) as in Eq. (1). 
Let lF  represent the  fb 2 1N N   linear filterbank matrix 

with fbN linear filters, W  the    2 1 2 1N N   WDFT 
matrix, ws the framed and windowed speech signal matrix of 
size  2 1N M  ; then the warped cepstral features can be 
computed as:   

                            log ,u wc C F Ws                             (5) 

where M is the number of frames. 
The WDFT matrix W  can be pre-computed and stored in a 
file (.mat file) to reduce the execution time. Since the spec-
trum is already pre-warped using Mel-frequency warping, 
the nonlinearly-spaced triangular-shaped Mel-frequency 
filterbank is replaced by a filterbank of uniformly spaced, 
half-overlapping triangular filters, to provide dimensionality 
reduction and spectral smoothing [21-22].  
Fig. 3 shows running speech spectra of (a) clean and (b) 
noisy speech signals corrupted by babble noise with a sig-
nal-to-noise ratio of 6 dB, obtained using DFT, WDFT, and 
WDFT-LP spectrum estimators. Based on this visual exami-
nation, WDFT and WDFT-LP provide more robust spectral 
estimates compared to DFT and LP methods. Due to re-
duced degrees of freedom in all-pole modeling (model order 
p = 24 coefficients versus N = 256 bins), the WDFT-LP 
spectra are generally much smoother than the WDFT. This 
potentially results in improved noise robustness over WDFT 
[20]. 
In addition to WDFT- & WDFT-LP-based cepstral features, 
one can also compute WDFT-MVDR (minimum variance 
distortionless response) and WDFT-RMVDR (regularized 
MVDR) features using their corresponding all-pole model 
variants of MVDR [26] and regularized MVDR [13-15] 
coefficients. In this work we present only WDFT- and 
WDFT-LP-based cepstral features. (WDFT-MVDR and 
WDFT-RMVDR cepstral features are still in progress.)  
Once the warped spectrum is obtained, the remainder of the 
feature extraction process in Fig. 2 can be summarized as 
follows:  
(a) Apply inverse DFT (IDFT) on the warped power spec-
trum to compute a perceptual autocorrelation sequence. 
(b) Compute LP coefficients by performing pth order LP 
analysis via Levinson-Durbin recursion using perceptual 
autocorrelation lags [29]. 
(c) Obtain WDFT-LP cepstral features from the LP spectral 
estimates followed by a linear-scale filterbank, logarithmic 
compression and DCT [20]. 
There are at least two possible ways to compute the cep-
strum from the all-pole spectrum. The first way is to com-

pute the all-pole model and derive the cepstra directly from 
the coefficients of the all-pole filter [11]. The second way is 
to compute the spectrum from the LP coefficients using 
DFT and compute the cepstral coefficients from the spec-
trum in the standard way (Fig. 2) by replacing the Mel fil-
terbank with  a linear-scale filterbank. In this paper, we 
choose the second approach because of the ease with which 
perceptual considerations can be incorporated [11]. 

 
(a) 

 
(b) 

Fig. 3. Comparison of running spectra of (a) clean and (b) noisy 
(degraded with babble noise with a signal-to-noise ratio of 6 dB) 
speech signals [20]. Time runs from bottom  up and the frequency 
axis from left to right. The frequency axis is linear for DFT and for 
WDFT (warped DFT) and WDFT-liner prediction (WDFT-LP) it 
is linear in the Mel scale. The model order (p) used for WDFT-LP 
is 24.  

4. PERFORMANCE EVALUATION 
 
Warped DFT (WDFT)- and WDFT-linear prediction 
(WDFT-LP)-based cepstral feature extractors, as presented 
in fig. 2, are evaluated and compared with the conventional 
MFCC, PLP front-ends on the AURORA-4 corpus in the 
context of speech recognition. Both clean and multistyle 
training modes are considered here. Word error rate (WER) 
is used as an evaluation metric.  
 
4.1. Speech Corpus and Experimental Setup 
 
The AURORA-4 [22] continuous speech recognition corpus 
consists of a clean training set, a multi-condition training set 



and 14 evaluation (or test) sets. The 14 test sets are grouped 
into the following 4 evaluation conditions [22-23]. 
Test set A - clean speech in training and test, same channel 
(set 1), Test set B - clean speech in training and noisy 
speech in test, same channel (sets  2-7), Test set C - clean 
speech in training and test, different channel (set 8), Test set 
D - clean speech in training and noisy speech in test, differ-
ent channel (sets 9-14). The number inside the brackets 
represents the test set number defined in the AURORA-4 
corpus. 
For the continuous speech recognition task on the 
AURORA-4 corpus, all experiments employed state-tied 
crossword speaker-independent triphone acoustic models 
with 4 Gaussian mixtures per state. A single-pass Viterbi 
beam search-based decoder was used along with a standard 
5K lexicon and bigram language model with a prune width 
of 250 [23]. We use a HTK-based recognizer [24]. 
For our experiments, we use 13 static cepstral features (in-
cluding the 0th cepstral coefficient) augmented with their 
delta and double-delta coefficients, making 39-dimensional 
feature vectors. The analysis frame length is 25 ms with a 
frame shift of 10 ms. The delta and double features are cal-
culated using a 5-frame window. For all methods, presented 
in Table 1, extracted features are normalized using utter-
ance-level mean and variance normalization (MVN).  
 
4.2. Results and Discussion 
 
Word error rate (WER) is used as an evaluation metric for 
performance evaluation and comparison of the warped DFT-
based cepstral feature extraction methods. Plotted Spectra of 
a noisy speech signal in fig. 3 and the speaker recognition 
results of [20] suggest higher robustness of WDFT- and 
WDFT-LP-based features over the DFT-based MFCC and 
PLP features. To select the optimal model order for the all-
pole variant WDFT-LP, we perform speech recognition 
experiments by varying p from 10 to 30. The model order 
that provided lowest WER was selected as the optimal 
model order. The optimal model order found in these ex-
periments is 24. In [12], the optimal model order p = 24 was 
reported for the perceptual MVDR (PMVDR), a method 
similar to WDFT-MVDR. The difference between PMVDR 
and WDFT-MVDR is that in the former the Mel-scale fil-
terbank is approximated by adjusting the warp factor of a 
bilinear transformation. A high-order model in  the all-pole 
modeling is needed to model just enough detail necessary 
for accurate recognition [12]. Table 1 presents the WER (in 
%) obtained by the various front-ends considered in this 
work when the recognizer is trained using the clean training 
features and tested on the clean as well as noisy test fea-
tures. None of the front-ends of Table 1 include any addi-
tional noise compensation method, such as speech en-
hancement or additional feature normalization beyond 
MVN. According to Table 1, WDFT-based cepstral features 
outperform MFCC, PLP features under mismatched condi-
tions, as expected from prior literature [12, 20, 30]. WDFT-

LP performs the best on average over all the other front-
ends.  
In Table 2 the WERs (in %) obtained by the various front-
ends considered in this work are presented when the recog-
nizer is trained on the multistyle (or multi-condition) train-
ing features and recognition is performed on the clean as 
well as noisy test features. Multistyle training is a very ef-
fective method for the compensation of mismatch between 
train/test environments. In multistyle training enough repre-
sentation data (clean plus noisy) is included in the training 
phase to create somewhat matched training/test environ-
ments. It is observed from table 2 that the WDFT-based 
cepstral features outperformed, on the average, the DFT-
based MFCC and PLP features. Comparing the results of 
tables 1 and 2 it can be said that WDFT-based cepstral fea-
tures performed better than the MFCC and PLP both in 
clean and multi-condition training modes. It indicates that 
warping the DFT spectrum directly provides a more precise 
approximation to the perceptual scales than using filterbank 
averaging. 
 

 A B C D Avg. 
MFCC 9.98 50.81 28.88 64.55 38.56 

PLP (HTK) 10.28 49.59 25.56 60.36 36.45 

WDFT-MFCC 10.90 49.07 24.27 60.67 36.23 

WDFT-LP 11.01 43.08 23.65 54.68 33.10 

Table 1. Word error rates (WERs in %) obtained by the various 
feature extractors considered in this paper, on the AURORA-4 
LVCSR corpus under clean training conditions. The model order 
selected in this task is: p = 24 for WDFT-LP and p = 14 for PLP.  
The lower the WER the better is the performance of the feature 
extractor. 

 
 A B C D Avg. 

MFCC 14.62 23.84 19.19 31.47 22.28 

PLP (HTK) 16.10 24.98 18.27 30.23 22.40 

WDFT-MFCC 15.43 23.65 17.97 30.41 21.87 
WDFT-LP 15.46 23.98 17.50 30.66 21.90 

Table 2. Word error rates (WERs in %) obtained by the various 
feature extractors considered in this paper, on the AURORA-4 
LVCSR corpus under multistyle training condition. The model 
order selected in this task is: p = 24 for WDFT-LP and p = 14 for 
PLP. The lower the WER the better is the performance of the 
feature extractor. 

5. CONCLUSION 
 

Variants of the Mel-frequency warped discrete Fourier 
transform, a more robust warped frequency representation-
based cepstral feature, are presented. MFCC features com-
puted from the Mel-warped DFT spectrum-based front-ends 
(WDFT, WDFT-LP) provided lower recognition error rates 



than the conventional MFCC and PLP on the AURORA-4 
corpus. The presented speech spectra (fig. 3) and experi-
mental speech recognition results on the AURORA-4 
LVCSR task demonstrated the robustness of the WDFT- and 
WDFT-LP-based cepstral features. Our future work in-
cludes: 
1. Computation of WDFT-MVDR (minimum variance dis-
tortionless response) and WDFT-RMVDR (regularized 
MVDR)-based features using their corresponding all-pole 
model variants of MVDR [26] and regularized MVDR [13-
15]. 
2. Incorporation of auditory domain enhancement tech-
niques [5, 6] into the warped DFT-based cepstral feature 
extraction framework to improve its robustness, specifically 
in clean training condition.  
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