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ABSTRACT

In this paper, we propose a joint data detection and a
turbo maximum-a-posteriori (MAP) time-varying chan-
nel estimation in Slotted ALOHA MIMO systems us-
ing rotated constellations diversity. Our main idea is
to use a randomly rotated and unrotated constellation,
together with coding and interleaving, for each user in
order to increase the diversity order and to improve the
collision resolution at the receiver side. The burst-by-
burst turbo-MAP channel estimator proposed is based on
Space Alternating Expectation Maximization (SAGE)
algorithm. Our proposed approach allows an efficient
separation of colliding packets even if they are received
with equal powers. Simulation results are given to sup-
port our claims.

Index terms : Time variable channel, Slotted
ALOHA, Collision resolution, Maximum a-posteriori,
SAGE.

1. INTRODUCTION

In this paper, we consider wireless Slotted ALOHA (SA)
MIMO systems, without spread-spectrum transmission
technique, over fast time-varying channel. For these sys-
tems, users do not coordinate their transmissions, which
may collide at the receiver. A suitable strategy to sep-
arate the different user signals need to be applied in or-
der to not deteriorate the MIMO system performance.
In our study, without spread spectrum, colliding packets
can only be distinguished through their different channel
realizations, which are considered as signatures for the
interfering users. In [1], a successive interference cancel-
lation (SIC) based signal detector is proposed for space
time block coding (STBC) to combat fast fading. Their
contribution consists on treating undetected symbols as
noise using a Gaussian approximation.

Our objective in this work is to propose an iterative
receiver incorporating time-varying channel estimation,
multi-user detection and data decoding for SA MIMO
systems, where users transmit their data sequences ac-
cording to Alamouti scheme. We note that a turbo-MAP

channel estimator has been proposed in [2] for the case
of a single user Alamouti scheme over time-varying chan-
nel. The main contributions in our work compared to [2]
are three : 1- In our channel modelisation, we take into
account the shadowing and path-loss effects, 2- Unlike [2]
where symbols modulation is performed with a fixed un-
rotated PSK constellation, we consider here a randomly
rotated and unrotated constellation for each user in or-
der to enhance the collided packets separation, 3- We
introduce a pratical implementation to solve the exact
problem of MAP estimation of all channels seen from
the interfering users following the SAGE algorithm[3].
Certainly, the derivation of the SAGE-based turbo-MAP
channel estimation should take into account the rotating
and unrotating of the constellation for each user.

The rest of the paper is organized as follows. In Sec-
tion 2, we introduce the system model and the channel
representation using a discrete version of the Karhunen-
Loeve (KL) expansion theorem. In section 3, we derive
the iterative turbo processing receiver for collision reso-
lution. In section 4, we provide some simulation results
to illustrate the performance of our receiver in terms of
bit error rate.

2. SYSTEM MODEL

2.1. System description

We consider a cellular network where M users commu-
nicate with a base station equipped with Nr spatially
decorrelated receive antennas. We assume that users
use the Slotted ALOHA protocol to randomly access
the channel. We assume that each user applies Alam-
outi space-time coding before transmission. The Alam-
outi scheme considers the symbols of the information se-
quence to be transmitted by pairs in the transmission
procedure. The transmitted block from each user is or-
ganized into equal time slots of 2K modulated symbols,
each with time positions pk = kT , k = 0, . . . , 2K − 1.
Here, T denotes the symbol period. Each block com-
prises 2Kp pilot symbols. In the following, we denote



dm the distance between user m and the base station.
For each user, the average energy received per symbol
is equal to Es. The interfering users will be indexed
0, ..., M − 1. The channel is assumed to be fast time-
varying. Hence, at time pk, it may be modelled by
a complex multiplicative distortion c̃m,2k

l,j where l = 0
or 1 represents the transmit antenna index and j =
0, ..., Nr − 1 represents the receive antenna index. We
note that the fading is assumed to be independent be-
tween the channels corresponding to different transmit
and receive antennas and correlated in time within each
antenna. Each multiplicative distortion vector c̃

m
l,j =

(
c̃m,0

l,j , c̃m,1
l,j , . . . , c̃m,2K−1

l,j

)T

, l = 0, 1, j = 0, ..., Nr − 1,

m = 0, ..., M − 1 is characterized by its average power as
well as its underlying Doppler Power Spectrum (DPS).
Depending on the environment, the shape of the DPS
is either classical or flat. The classical DPS is typically
met in outdoor environments. The corresponding au-
tocorrelation function, for one path with average power
φ (0) is given by φ (τ) = φ (0) J0 (πBDτ) where BD is the
Doppler spread of the channel and J0 (.) is the 0th-order
Bessel function of the first kind. We note that the time
slot index is omitted in this work to simplify the nota-
tions in the system model. The interfering signal coming
from user m is attenuated by relative shadowing and
path loss coefficients to the signal of user 0 and denoted
respectively by ws

m and wp
m. The coefficient wp

m follows

respectively a propagation model of wp
m = (d0/dm)

α
2 ,

m = 0, . . . , M − 1, where α is the path loss exponent
that depends on the environment. The coefficient ws

m is
modeled as log-normal distribution with variance σ2

s,m.
Next, we assume that path loss and shadowing are con-
sidered to be invariant during a time slot and can change
from one slot to another. In this work, we also assume
that these coefficients are known by the receiver. The
orthogonal Alamouti scheme assumes the channel to be
constant during each pair of consecutive even and odd
indexed symbols. Consequently, the components of the
received vector yj , j = 0, ..., Nr − 1 for two consecutive
time symbols 2kT and (2k + 1)T , due to transmitted
sequences from the M interfering users, can be written
as

y2k
j =

M−1∑

m=0

(
cm,2k

0,j sm,2k + cm,2k
1,j sm,2k+1

)
+ b2k

j (1)

and

y2k+1
j =

M−1∑

m=0

(
−cm,2k+1

0,j s∗
m,2k+1 + cm,2k+1

1,j s∗
m,2k

)

+b2k+1
j , (2)

where cm,2k
l,j = ws

mwp
m

√
Es

2 c̃m,2k
l,j , l = 0, 1, j = 0, ..., Nr −

1 , k = 0, 1, . . . , K − 1 and (.)∗ denotes complex conju-

gate. Here, b2k
j and b2k+1

j denote respectively the addi-
tive noises, at times 2kT and (2k + 1)T , assumed to be
Gaussian distributed with zero mean and variance σ2

b .

2.2. Rotated and unrotated constellations

In the above expression, sm,2k+l denotes the rotated or
unrotated version of the transmitted symbol xm,2k+l.
Basically, this technique uses a predefined set Ωm en-
compassing rotated and unrotated constellations. The
set Ω1

m, contains the initial unrotated constellation. The
set Ω2

m contains the randomly rotated constellation with
a certain angle θ which is applied in the complex plane
to the original signal constellation. As depicted in fig-
ure 1, we propose to use for each user a trellis coded
modulation (TCM) encoding, symbol interleaving and
random rotation mapper befor applying the Alamouti
ST encoder. We consider that each user m has a bit
random generator which generates a bit sequence de-
noted qm = (qm,0, qm,1, . . . , qm,2K−1)

T
. When qm,k = 0,

k = 0, ..., 2K − 1, the constellation of the k-th transmit-
ted symbol keeps unchanged ( i.e belongs to Ω1

m) and
when qm,k = 1, the constellation of the k-th transmitted
symbol is rotated (i.e belongs to Ω2

m).

Fig. 1. Structure of the proposed coded and randomly
rotated data transmission for each user.

2.3. Convenient channel representation

In our study, for MAP channel estimation, we need
a convenient decorrelated representation of all distort-
ing channels during each received block. This rep-
resentation of each channel is directly derived from
[2]. Consequently, we can use, up to a multiplicative

factor
√

Es

2 , the decimated distorsion vectors h̃
m

l,j =
√

Es

2

(
c̃m,0

l,j , c̃m,2
l,j , . . . , c̃m,2K−2

l,j

)T

, l = 0, 1, j = 0, ..., Nr −

1, m = 0, ..., M − 1, with half size of the multiplicative
distorsion vector c̃

m
l,j . The m-th normalized discrete

channel vector h̃
m

l,j can be expressed as follows

h̃
m

l,j =

K−1∑

k=0

g̃m,k
l,j uk, (3)

where {uk}
K−1
k=0 are the normalized eigenvectors of the

covariance matrix F = E

[
h̃

m

l,jh̃
mH

l,j

]
of h̃

m

l,j ,
{

g̃m,k
l,j

}K−1

k=0
,



l = 0, 1, j = 0, ..., Nr − 1, m = 0, ..., M − 1 are inde-
pendent complex zero-mean Gaussian coefficients. Let
(.)H and E [.] denote respectively the Hermitian trans-
position and the expectation operator. We note that F

is independent of l, j and m since the 2MNr channels

obey the same statistics. The variances of
{

g̃m,k
l,j

}K−1

k=0
,

arranged in decreasing order, are equal to the eigenval-

ues
{

λ̃k

}K−1

k=0
of the Hermitian matrix F. The system

{uk}
K−1
k=0 constitutes an orthonormal base of the com-

plex space of K dimensions. Based on this, we rewrite
the channel vector seen at the receiver as follows

hm
l,j = ws

mwp
m

K−1∑

k=0

g̃m,k
l,j uk =

K−1∑

k=0

gm,k
l,j uk (4)

where gm,k
l,j = ws

mwp
mg̃m,k

l,j . In the following, we assume

that the vectors gm
l,j =

(
gm,0

l,j , gm,1
l,j , . . . , gm,K−1

l,j

)T

, are

referred to as the convenient representations of each of
the 2MNr discrete channels for each user m during each
received block.

3. ITERATIVE TURBO PROCESSING

RECEIVER FOR COLLISION RESOLUTION

3.1. MAP channel estimation using the SAGE

algorithm and Bahl approach

In this subsection, for notation simplicity, we will re-

place
{

gm
l,j

}
l,m,j

by g and
{

yj

}
j

by y, for l = 0, 1,

j = 0, ..., Nr − 1 and m = 0, ..., M − 1. The MAP es-
timate ĝ of the equivalent representation of the discrete
channel g is given by

ĝ = arg max
g

p (g|y) . (5)

In such a situation, the iterative SAGE algorithm pro-
vides an iterative scheme to reach the solution. This
algorithm inductively reestimates, the discrete channel

distortion one by one, the 2MNr vectors
{

gm
l,j

}
l,m,j

so

that a monotonous increase in the a-posteriori condi-
tional PDF in (5) is guaranteed. This monotonous in-
crease is realized via the maximization of the auxiliary
function defined by

Q
(

g, g
′

)
=

∑

s

p (y, s, g) log p
(

y, s, g
′

)
, (6)

with respect to g
′

, where s = {sm}m,
sm =

[
sm,0 sm,1 . . . sm,2K−1

]
and m = 0, ..., M −

1. The latter sum is operated over all possible transmit-
ted data vectors. Given the received vectors y, the SAGE

algorithm starts with an initial guess ĝ
(0) of g. The evo-

lution from the estimate ĝ
(d) to the new estimate ĝ

(d+1)
m

is performed in several stages via a maximization of an
auxiliary function in (6). In each stage, the SAGE al-
gorithm iteratively alternates between two steps, an ex-
pectation step (E-step) followed by a maximization step
(M-step). After some calculations, omitted here for lack

of space, we calculate the derivatives of Q
(

g(d), g
′

)
with

respect to g
′

m and we equate them to zero, we obtain

ĝ
m,k(d+1)
l,j = ξk

K−1∑

k′=0

[
ŷ

2k′(d)
m,j

(
ŝ

(d)
m,2k′+l

)∗

+

(−1)
l
ŷ

2k′+1(d)
m,j ŝ

(d)
m,2k′−l+1

]
u∗

kk′ , (7)

where ξk = 1/
(
1 + σ2

b /λk

)
,

ŷ
2k(d)
m,j = y2k

j −

M−1∑

m′=0
m′ 6=m

(
ĉ

m′,2k(d)
0,j ŝ

(d)
m′,2k + ĉ

m′,2k(d)
1,j ŝ

(d)
m′,2k+1

)
,

(8)

ŷ
2k+1(d)
m,j = y2k+1

j −

M−1∑

m′=0
m′ 6=m

(
−ĉ

m′,2k+1(d)
0,j ŝ

(d)∗

m′,2k+1 + ĉ
m′,2k+1(d)
1,j ŝ

(d)∗

m′,2k

)

(9)

and
ŝ

(d)
m,2k+l =

∑

Ωq
m

sm,2k+lp
(

s|y, ĝ
(d)

)
, (10)

for l = 0, 1, j = 0, ..., Nr − 1 , q = qm,2k+l, k =
0, 1, . . . , K − 1 and m = 0, ..., M − 1 . The coded struc-
ture of each normalized transmitted vector s leads to a
dependence of the conditional probabilities p

(
s|y, ĝ

(d)
)

on all the components of y. To compute these con-
ditional probabilities and their associated soft decision
outputs, we refer to the turbo processing proposed in [2].
In [2], the authors deduced that searching for symbols
sm,k, k = 0, 1, . . . , 2K − 1, with a symbol MAP detec-

tor based on p
(

sm,k|y, ĝ
(d)

)
, is equivalent to searching

for symbols sm,µ, µ = 0, 1, . . . , 2K − 1, based on the

conditional probabilities p
(

sm,µ|Λ
(d)

m,j , ĝ
(d)

)
, as follows

p
(

sm,k|y, ĝ
(d)

)
= ρp

(
sm,µ|Λ

(d)

m,j , ĝ
(d)

)
, (11)

where Λ
(d)

m,j =
{

Λ
k(d)

m,j

}2K−1

k=0
is the symbol to bit de-

mapper and de-interleaved version of the equivalent ob-

servation Λ
(d)
m,j =

{
Λ

k(d)
m,j

}2K−1

k=0
, referred as an ST de-

coder, sm,µ is the encoder output at time position µ and



ρ is a proportionally factor which only deponds on chan-
nel realizations and common to all possible transmitted
sequences.

From (6), we compute respectively Λ
2k(d)
m,j and Λ

2k+1(d)
m,j

as

Λ
2k(d)
m,j =

ŷ
2k(d)
m,j

(
ĥ

m,k(d)
0,j

)∗

+
(

ŷ
2k+1(d)
m,j

)∗

ĥ
m,k(d)
1,j

σ2
b

, (12)

Λ
2k+1(d)
m,j =

ŷ
2k(d)
m,j

(
ĥ

m,k(d)
1,j

)∗

−
(

ŷ
2k+1(d)
m,j

)∗

ĥ
m,k(d)
0,j

σ2
b

,

(13)
for j = 0, ..., Nr − 1 , k = 0, 1, . . . , K − 1 and m =
0, 1, . . . , M − 1.

For each iteration d, the channel estimates for the
m-th user is given by the following iterations

ĥ
m(d)

l,j =

K−1∑

k=0

ĝ
m,k(d)
l,j uk. (14)

3.2. Joint data detection and channel estimation

with turbo processing

We apply the proposed data-aided decision-directed
MAP algorithm for the initial channel estimation. Let
SP be the set of pilot symbols indices within a block.
The pilot symbols are also considered in pairs and space-
time encoded in the same manner as data symbols. We
assume that the position of pilot symbols is optimum
and common to all users and that their common number
Np ≥ M . When used pilot sequences are orthogonal
in space and in time, channel estimates of all users will
be mutually interference free. Using the initial channel
estimates from (14), the receiver can compute the total
received power for each user as follows

P̂ (0)
m =

1,Nr−1∑

l=0,j=0

∥∥∥ĥ
m(0)

l,j

∥∥∥
2

. (15)

At the output of the receiver, users are ranked accord-
ing to their powers, so that the strongest user is ranked
first, and the weakest is ranked last. Without loss of
generality, we assume that the received user powers are
organized in decreasing order, starting from user 0 to
user M − 1.

As shown in figure 2, the obtained sequence Λ
(d)
m,j =

{
Λ

k(d)
m,j

}2K−1

k=0
is de-interleaved, rotate and unrotate

demapped to obtain Λ
(d)

m,j =
{

Λ
k(d)

m,j

}2K−1

k=0
. Then,

Λ
(d)

m,j is applied at the input of the BCJR decoder[4].

At each iteration d, the SAGE algorithm only
re-estimates the transmitted data of user m, m =
d mod (M − 1) while the symbols of the others users
m′ 6= m are not updated

ŝ
(d+1)
m′,2k+l = ŝ

(d)
m′,2k+l. (16)

The proposed algorithm iterates overall a few iterations
until a convergence is achieved.

Fig. 2. Structure of the turbo-MAP using the SAGE
algorithm.

3.3. Decision on information symbols

The iterative algorithm we have proposed leads to a joint
improvement of channel estimation and multi-user sym-
bol detection through iterations. After a fixed num-
ber of iterations D , we obtain the estimate ĝ

m
l,j , l =

0, 1, j = 0, ..., Nr − 1, m = 0, ..., M − 1 of the dis-
crete multi-path channel. This number D is chosen so

that the reached estimate ĝ
m(D)
l,j guarantees an unno-

ticeable degradation in performance with respect to the
optimum estimate ĝ

m
l,j . The optimium MAP detection

of treillis coded information carrying binary symbols is
based on the maximisation of the a-posteriori probabili-

ties (APP) p
(

bm,k = b|Λ
(D)

m,j , ĝ
(D)

)
, where b = 0, 1. This

APP p
(

bm,k = b|Λ
(D)

m,j , ĝ
(D)

)
is provided by the BCJR

MAP algorithm.



4. SIMULATION RESULTS

We consider for this simulation that the destination can
apply our approach to separate two collided packets
(M = 2). If the number of interfering users in the same
slot is more than two, it does not apply this approach
and the packets are lost and retransmitted later on.
In the simulations, each user transmits a packet that
contains 2K = 128 modulated symbols with 2Kp = 12
pilot symbols taken from a rotated and unrotated QPSK
constellation. The normalized Doppler spread is fixed at
BDT = 1/128. For each user, the input bit sequence is
encoded with a TCM based on a rate-1/2 convolutional
code. Simulation results are analysed over two different
scenarios. For the first scenario, we consider the critical
case of equal user powers. For the second scenario, the
ratio of interfering users powers belongs to [ε, 1

ε
], where

ε = 0.8. Figure 3 (respectively, Figure 4) shows the be-
havior of the BER obtained using the iterative collision
resolution procedure system as a function of the average
Es/σ2

b , when the first scenario (respectively, the second
scenario) is considered with θ = π/4 and Nr = 1 or 2.
The Attenuation parameters in (1-2) are set to be α = 4
and σs,1 = σs,0 = 8dB. As first benchmarks, we consider
a single user transmitting according to Figure 1 and a
turbo-MAP channel estimator (EC) or Perfect Channel
State Information (PCSI) at the destination. Compar-
ison is also done with a system considering the same
proposed approach for transmission and reception but
with unrotated QPSK constellation for all users. The
results indicate that the performance of the proposed
procedure for collision resolution approaches that of
single user case even for comparable user powers. From
Figures 3 and 4, we also notice a significant enhancement
in performance when constellation is randomly rotated
and unrotated for each user. This idea gurantees a better
separation of colliding packets, even if they are received
with equal powers.

0 2 4 6 8 10 12 14 16

10
−4

10
−3

10
−2

10
−1

E
s
/σ

b

2
 (dB)

A
v
e

ra
g

e
 B

E
R

Non rotated,N
r
=1

Rotated,N
r
=1

Single user,EC,N
r
=1

Single user,PCSI,N
r
=1

Non rotated,N
r
=2

Rotated,N
r
=2

Single user,EC,N
r
=2

Single user,PCSI,N
r
=2

Fig. 3. Average bit error rate as a function of mean
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b considering the first scenario.
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5. CONCLUSION

In this paper, we have proposed an enhanced multi-
user detection and MAP channel estimation, in Slotted
ALOHA MIMO systems, using randomly rotated con-
stellations. Our main idea consists on using rotated
and unrotated constellation, together with channel cod-
ing and interleaving, for each user in order to increase
the diversity order and to enhance colliding packets dif-
ferentiation. The proposed receiver performs an itera-
tive channel estimation using the SAGE algorithm, in-
corporating the coded structure of each block in a turbo-
processing fashion and taking into account the constel-
lation rotating and unrotating. Based on simulation re-
sults, we have noticed that our proposed approach allows
a reliable transmitted data recovery and efficient estima-
tion of all channels connecting the interfering users and
the base station, even if the collided packets are received
with comparable powers.

REFERENCES

[1] L. Song and A. G. Burr, “Sucessive Interference Cancel-

lation for Space-Time Block Codes over Time-Selective

Fading Channels,” IEEE Commun. Letters, vol. 10, no.

12, pp. 837–839, Dec. 2006.

[2] I. Kammoun and M. Siala, “MAP channel estimation

with turbo processing for orthogonal space-time block

coded MISO systems ,” Eur.Trans.Telecomms, 2011.

[3] J. Fessler and A. Hero, “Space-alternating generalized ex-

pectation maximization algorithm,” IEEE Trans. Signal

Process, vol. 42, no. 10, pp. 2664–2677, Oct. 1994.

[4] L. R. Bahl, J. Cocke, F. Jelinek and J. Raviv, “Optimal

Decoding of Linear Codes for Minimizing Symbol Error

Rate,” IEEE Transactions on Information Theory, vol.

IT-20, March 1974.


