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ABSTRACT
In this paper a study on the perceived quality that results
of chromatic variations in 3D video is reported. The test-
ing videos were represented in the CIE 1976 (L∗a∗b∗) color
space, and their colors were initially subdivided into clusters
based on their similarity. Predefined chromatic errors were
applied to these color clusters. These videos were shown to
subjects that were asked to rank their quality based on the
colors naturalness. The Mean Opinion Scores were com-
puted and the sensibility to chromatic changes on 3D video
was quantified. Moreover, attention maps were obtained and
a short study on the changes of the visual saliency in the
presence of these chromatic variations is also reported.

Index Terms— Quality of Experience, 3D Video, Mean
Opinion Score, Visual attention

1. INTRODUCTION

The analysis of possible impairments influence on the Qual-
ity of Experience (QoE) is of the utmost importance for the
creation of valid QoE models. Subjective testing is very time
consuming and cost demanding. As a consequence, it is diffi-
cult to rely exclusively on its estimation to validate the differ-
ent models used on every available multimedia devices and
systems. The subjective evaluation of 2D visual quality ac-
cording to standardized methods has been the subject of study
in recent years. Thus, subjective assessment of audio and vi-
sual quality is considered to be the most accurate method
reflecting the human perception [1]. To made these assess-
ments, the International Telecommunication Union (ITU) has
issued several recommendations, including the widely used
ITU-R BT.500 [2]. Perceptual evaluation of video quality,
standardized in ITU-T J.247 [3], defines the chrominance
indicator for spatial distortion analysis of the visual quality
perceptual evaluation, together with the luminance indicator
(based on luminance difference of edge images between the
reference and distorted videos), and two temporal variability
indicators for omitted and introduced components.

In this work the influence of chromatic variations on the
perceptual quality of 3D videos is studied. It is notewor-

thy that chromatic variations exist in most of the available
displays, which are also dependent of the local calibrations.
Moreover, the Human Visual System (HVS) reveal a very
low sensitivity to chromatic variations, and that fact is also
used by the typical video streaming encoding mechanisms
that typically use chromatic components subsampling. In [4],
a study on the influence of chromatic variations on the per-
ceived quality is reported. In this work, a similar approach is
used to induce chromatic errors to the 3D video stream. The
existence of two extra dimensions, motion and depth, will cre-
ate an even lower sensitivity to the induced chromatic varia-
tion.

2. METHOD

To create the database of videos with chromatic variations the
video sequences were converted to CIE 1976 (L∗a∗b∗) color
space and then divided into color clusters [4]. Finally, for
each color cluster, an error variation with a predefined mag-
nitude and random direction was applied to each pixel.

To avoid the effects of spatial artifacts, the colors of the
images were subdivided into clusters applying the K-Means
algorithm [5] to the video shot key frames. The key frames
definition is presented in section 2.2 and the cluster procedure
is presented in section 2.3. The chromatic variations were
applied by adding a ∆E∗

ab error to every pixel of each cluster
using a set of fixed chromatic errors, but applying different
random directions (see section 2.4).

Considering that the HVS is more sensitive to luminance
and due to display color gamut limitations [6], the lightness
L∗ of the resulting image always remained unchanged for all
the image pixels. Nevertheless, due to the color gamut of the
display device some pixel colors could not be represented. So,
these colors were displayed by clipping them to the closest
color of the display gamut surface in the CIE 1976 (L∗a∗b∗)
color space. The number of clipped pixels was in general less
than 2%.



2.1. CIELAB Color Space Conversion

The videos were converted to CIE 1976 (L∗a∗b∗) color space
before applying the chromatic error. This color space also
known as CIELAB, is device independent, partially uniform
and based on the HVS [7–10]. For that, the 3D videos were
first converted from RGB to sRGB [11].

Then, in a second step the videos were converted from
sRGB to XYZ assuming the D65 reference white [11]. Fur-
thermore, the videos were converted from XYZ to CIELAB.
This transformation requires the chromatic coordinates of
a reference white, being used the reference white of the
display. The determination of these chromatic coordinates
(XW , YW , ZW ) was achieved using a spectroradiometer
(SpectraColorimeter, PR-650, Photo Research Inc., Chatsworth,
CA) [12].

2.2. Key Frames Selection

The clusters were defined using the complete set of all key
frames. The key frames selected for each video sequence
were the following:
• Basket : [297, 298, 299, 300, 301, 302, 303, 304];

• Hall : [36];

• Barrier gate : [385];

• Umbrella : [176, 176, 233, 239, 240];
The Basket sequence has a fast camera motion that requires
a larger number of key frames for a proper color clustering
representation.

2.3. Clusters Definition

The K-Means algorithm [4] was used for the definition of the
color clusters. InitiallyK was tested with values varying from
4 to 9. With the higher values of K spatial artifacts tend to
appear. However, values smaller than K = 4 are not suffi-
cient to represent the different chromatic regions. The value
of K = 4 was used to the remaining of the experiment since
this value results in a good division of chromatic regions.

The pixels in the remaining frames were assigned to the
cluster with the closer centroid, using the minimal euclidean
distance. With this procedure, each frame is divided into 4
clusters defined by the centroids of the key frames cluster-
ing. Moreover, since consecutive frames define their clusters
based in the same centroids spatial artifacts were avoided.

2.4. Application of the Chromatic Variation

After defining the clusters for all the frames, a chromatic er-
ror was applied to each pixel of each cluster. Hence, each
pixel suffered a chromatic variation of ∆E∗

ab with a prede-
fined magnitude and random direction (α) defined for each
cluster. Since 4 clusters were defined, 4 random directions

were randomly chosen (αn, n = 1, 2, 3, 4). The error applied
to each pixel is defined by equation (2).

L∗′

i = L∗
i + (∆E∗

ab cos(θ))

a∗
′

i = a∗i + (∆E∗
ab cos(α) sin(θ)) (1)

b∗
′

i = b∗i + (∆E∗
ab sin(α) sin(θ))

In this case θ = 90o and αn belonging to [0o, 360o]. Hence,
only chromatic variations are allowed and L∗′

i = L∗
i ( no

luminance changes occur). This procedure guaranteed that
groups of similar colors were changed in the same direction.
The evaluation provided will depend exclusively on the color
changes, which is the aim of the study, because color artifacts
were reduced to unperceived levels. Three different videos
for each chosen sequences were generated and for each pre-
defined magnitude error to cover a larger number of directions
in the CIELAB color space.

3. SUBJECTIVE QUALITY ASSESSMENT
EXPERIMENT

3.1. Laboratory

The experiment for subjective quality evaluation were con-
ducted at the Optics Center of the “Universidade da Beira In-
terior” (UBI), which is compliant with the recommendations
for subjective evaluation of visual data issued by ITU-R BT-
500 [2]. The videos used in this study were displayed on a
CRT color monitor (Sony, GDM-F520) with 20-inch visible
part. The videos used in this study present a spatial resolution
of 1152×648. A black band was applied in the top and in the
bottom resulting in a final resolution of 1152×864. With this
procedure videos will have the same resolution as the display,
providing a direct relation with the data recovered from the
eye tracker. The display had a resolution with 1152 × 864,
with 85 Hz frame rate and 77.10 Hz scan rate.

The videos were observed by the subjects seated in line
with the display center, and a viewing distance of 1 m. The
head was centered in the eye tracker equipment, both horizon-
tally and vertically. The room illumination was only provided
by the display and by two projectors Kaiser RB1 used to il-
luminate the eye tracker. These projectors used a halogenic
lamp with 650 watts each.

3.2. Dataset

The original sequences used in this experiment were created
by the University of Nantes and the University Polytech-
nic of Madrid. This database is named Nantes-Madrid-
3D-Stereoscopic-V1, NAMA3DS1-COSPAD1 database1.
This 3D video database includes uncompressed and encoded
videos with very high bitrate. It is composed of Full-HD

1http://www.irccyn.ec- nantes.fr



(a) Basket - Sequence (b) Hall - Sequence (c) Barrier gate - Sequence (d) Umbrella - Sequence

Fig. 1. Example of a single frame for each sequence used in the experience.

stereo sequences at 25 frames per second, captured using a
semi-professional 3D camera.

The provided sequences are summarized in Fig. 1 which
shows a frame of each sequence. Detailed information on
each sequence, including a description, the shooting condi-
tions, the camera parameters, and depth information are pre-
sented in [13].

The original database has ten different sequences. Six
were selected to be used in this experiment, from which four
sequences were used for the assessment and two sequences
for the trial period.

Moreover, two indoor and two outdoor sequences were
selected for the assessment. One of the indoor sequences,
presents fast camera motion and scene rotation (Basket se-
quence represented in Fig. 1.(a)). The other presents only
slow motion (Hall sequence represented in Fig. 1.(b)). The
two outdoor sequences present respectively slow camera mo-
tion (Barrier gate sequence represented in Fig. 1.(c)) and
the localized motion (Umbrella sequence represented in Fig.
1.(d)).

3.3. Subjects

The panel of volunteers comprised 25 subjects, all within the
range of 16− 33 years old, with average age of 23 and a sam-
ple standard deviation of 3.26. In this set, 64% were male and
36% were female. All of them were naive as to the aim of the
experiment. The subjects were submitted to color, stereop-
sis and ocular domination tests. For color vision assessment
was used the Ishihara color test, the Randot Stereo tests for
stereopsis and the Miles test for the ocular domination. The
ocular domination was performed to detect the dominant eye
required for the correct use of the eye tracker. Informed con-
sent was obtained from all participants and the research was
conducted according to the Declaration of Helsinki [14].

3.4. Procedure

The Absolute Category Rating with Hidden Reference (ACR
-HR ) standard test methodology [15] was chosen for the ex-
periments. In this methodology a sequence of videos is pre-
sented to the subjects, one at each time. The sequences are
evaluated independently with a classification scale. A qual-

ity continuous scale with 11 points was chosen [16]. The
reference sequence is included in the test and classified as
all the others. From the obtained results can be computed
the Mean Opinion Scores (MOS). Using the MOS of the ref-
erence sequence was also computed the Differential Mean
Opinion Scores (DMOS). To minimize the contextual effects,
the videos were presented in a random order different to each
subject.

Prior to the beginning of the test, an experiment protocol
was shown to the subjects. The test was composed by two
parts: a first one, called Training Period (using the trial se-
quences), where the subject was allowed to be familiarized
with the procedure, followed by the Test Session. This trial
period was the same for all the subjects.

The complete test had an average duration of 30 minutes.
Longer test sessions are not advisably because the subjects
tiredness would influence the final results and also the atten-
tion points detected with the eye tracker.

During the Test Session the subject watched each se-
quence followed by the respective quality evaluation. For the
evaluation, a keyboard placed in front of the subject was used.
They could select a grade between 0 (low quality/artificial)
and 10 (high quality/ natural) in a simulated continuous scale
(100 levels). Only the answers given by the subject during
the Test Session were considered for the results of this study.

4. ANALYSIS OF SUBJECTIVE RESULTS

4.1. Distribution Analysis

The ANOVA analysis was used for the statistical analysis.
From the ANOVA tests can be concluded that the results are
statistically significant, since the P value is always smaller
than 0.05 and the F value is always higher than 3.354. Sev-
eral authors argue about the influence of removing the out-
liers detected in the results. The criteria defined in ITU-R
BT.500 [2] for outliers removal was applied and no subject
was considered an outlier.

4.2. Mean Opinion Score

Statistical measures were computed to describe the MOS
distribution across the subjects, that was computed for each



Source SS df MS F Prob > F
Basket sequence

Groups 76.77 3 25.59 5.70 8.6e-4
Error 1103.62 246 4.48
Total 1180.40 249

Gate barrier sequence
Groups 129.39 3 43.13 11.28 5.8e-07
Error 940.10 246 3.82
Total 1069.5 249

Hall sequence
Groups 154.64 3 51.54 7.46 8.4e-05
Error 1699.1 246 6.90
Total 1853.8 249

Umbrella sequence
Groups 193.05 3 64.35 12.44 1.3e-7
Error 1271.9 246 5.17
Total 1464.9 249

Table 1. ANOVA

video sequence as,

MOS =

∑N
i=1 si
N

(2)

where N is the number of subjects and si is the score given
by the subject i to each test video sequence.

Figure 2(a) represents the MOS as a function of the chro-
matic error ∆E∗

ab for the tested video sequences and the re-
spective confidence interval.

The MOS quality scores stay relatively high for ∆E∗
ab =

6 units. In some situations a larger MOS value than the ob-
tained for the reference video sequence results. In those cases
the induced chromatic variations led to more saturated colors,
which might produce a better sense of quality. In general, for
videos with an error ∆E∗

ab > 6 was noted a chromatic degra-
dation resulting in a MOS decrease as the error increases.

From the analysis of the Fig. 2(a) can be noted that the
confidence intervals are small, revealing a similarity between
the assessment of the different subjects. Moreover these val-
ues stay stable for the different errors.

4.3. Differential Mean Opinion Score

The DMOS was computed comparing the MOS from the
stimulus (MOSi) with the MOS of the reference (MOSref )
as presented in equation (3).

DMOSi = MOSi −MOSref + 10 (3)

As recommended in [17], the DMOS was computed as a func-
tion of the chromatic error and also of the stimulus. The re-
sults are shown in Fig. 2(b) and Fig. 2(c). A DMOS value
larger than 10, correspond to video sequences with a larger
MOS than the reference. Videos with ∆E∗

ab = 18 present
the lower values for the quality assessment of the reference,
showing that high chromatic errors become perceptible and
somehow annoying. Figure 2(c) represents the DMOS as a
function of the induced chromatic error. As expected, the sub-
jective evaluation decays for larger chromatic variations.

4.4. Attention Maps

A High-Speed Video Eye Tracker (HS-VET) was used in the
experiments, for the acquisition of the attention maps. The
used device is precise and presents low noise levels, without
frame suppression. Moreover, this device represents the vi-
sual stimulus calibrated in a display with time precision and
has a reliable synchronization mechanism with external de-
vices for data recovering. The locations that are focus of at-
tention when a 3D video is presented to an subject are ac-
quired for each frame.

Several attention maps were recorded during the subjec-
tive testing experiments. Only the maps of subjects with more
than 50% of tracking were considered for analysis. Figure 3
represents the attention maps of the selected subjects. Each
color in the maps corresponds to a different subject. The maps
represent the attention of the second third of the video. The
represented frame is the first frame of the second third of the
video.

Can be noticed that for all chromatic variations the atten-
tion is located in the central part of the image, that is where
motion occurs. The same happened with the other video se-
quences, where the attention was mostly located were the mo-
tion is occurring. In fact, the absence of attention in most of
the locations and the high attention given to motion shall be
the reason that causes the lack of sensitivity to the induced
chromatic errors.

5. CONCLUSIONS

As it is well known on multimedia technology, chromatic de-
viations have little influence on the perception of quality. In
this work, the influence of this type of deviations on 3D video
was quantified and studied. As a practical consequence mul-
timedia manufacturers and providers may have a more clear
figure of how sensitive subjects are to the chromaticity quality
level.

From this study, was concluded that subjects have a large
tolerance to any kind of global chromatic variation on 3D
video. Moreover, from the attention maps of the different
videos can be concluded that the motion and also the depth
tend to cause most of the attention. Hence, those features
tend to mask any chromatic variation.

As future work, this evaluation will be compared with the
results obtained for 2D Video.
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