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ABSTRACT

In our previous work [1,2], we proposed a framework to provide op-
timized unequal error protection (UEP) with Reed-Solomon codes to
the H.264/AVC scalable video bitstreams to get robust video stream-
ing for uni-/multicast applications. In that framework, we need to
measure the real utilities of the network abstraction layer (NAL)
units in a separate process before the transmission of the bitstream.
This process requires, however, multiple decoding processes of the
whole bitstream, which makes the framework not directly applica-
ble to a live streaming system, where the video content is captured
and must be transmitted within a constrained delay. In this work, we
present a simple but very effective algorithm to estimate the utilities
of the NAL units on the enhancement layer. With the estimation al-
gorithm, we don’t need additional decoding processes, except those
with the complete base layer and enhancement layer, which are inte-
grated in the encoder. We performed intensive tests with the estima-
tion algorithm for different sequences in the UEP framework. Our
simulation results show that good UEP performance can be achieved
with the estimated utilities. The loss of performance using the esti-
mated utilities against the real utilities is very low, if the estimation
period is appropriately selected.

1. INTRODUCTION

With the advent of the 3G and 4G mobile networks, real-time video
streaming applications are becoming more and more important for
the mobile users. The challenge to provide a reliable video stream-
ing service through the wireless channel is to combat the loss of
video packets over the channel, due to channel fading, connection
outage, network congestions etc. Packet loss in the streaming video
may cause serious visual annoyance to the users. In our previ-
ous work [1, 2], we proposed a framework using H.264/AVC scal-
able video coding (SVC) [3] and unequal error protection (UEP) to
achieve an optimal graceful degradation of the video quality at the
side of receivers for both unicast and multicast applications. One of
the key components in the framework is the analyzer of the utilities
and costs of the network abstraction layer (NAL) units. The utility
is a quantitative indicator of the importance of one NAL unit. It in-
dicates the contribution of the NAL unit to the overall quality of the
sequence. The cost defined in the framework is the size of the NAL
unit. Knowing the utilities and costs of all NAL units, we can derive
the optimal Reed-Solomon (RS) code for each NAL unit adapted to
the instantaneous channel conditions at the receiver side. In our pre-
vious work, we demonstrated that the optimized error protection can
enhance the robustness for unicast and multicsast video streaming.

The utility analyzer analyzes the utilities and costs of all NAL
units in a bitstream by means of multiple decoding precesses, which
must be performed separately after the regular encoding process.
This makes the framework not directly applicable to live streaming
applications, where the video is captured and transmitted within a
constrained delay. Our idea to solve this problem is to find an al-

gorithm to estimate the utilities of the enhancement layer (EL) NAL
units based on the real utilities of the base layer (BL) NAL units.
In this way, we can reduce the required decoding processes to those
with the complete quality layers, which are performed in the regular
encoding process. Furthermore, the estimation of the utilities can
be integrated into the encoder, which effectively extends the appli-
cability of our UEP framework to live streaming applications, such
as video conferencing. The complexity of the estimation algorithm
should be as low as possible to support real-time applications, since
the delay induced by the estimation method is strictly constrained by
the schedule of playing out the video.

Some algorithms which estimate the picture distortion at the de-
coder side have been proposed in the literature. In [4], a pixel-based
algorithm called ROPE was proposed for the H.263+ codec. With
the ROPE algorithm, the first and second moments of the pixel val-
ues, depending on the packet loss rate, are recursively calculated to
determine the picture distortion. Similar to the ROPE algorithm,
in [5], another pixel-based was developed for the H.264 SVC codec.
Since both of the algorithms are pixel-based and recursive, the com-
plexity constraint in our application scenario can be hardly fulfilled.
Moreover, the picture distortion derived with both algorithms is de-
pendent on the channel conditions, therefore, cannot be used as a
direct indicator of the importance of the NAL unit.

The rest of the paper is organized as follows. In Section 2, we
briefly introduce the UEP problem which we addressed in our previ-
ous work. In Section 3, we discuss how to exactly measure the util-
ities. In Section 4, we discuss the algorithm to estimate the utilities
of the BL NAL units. We show some simulation results in Section
5. The paper is concluded with Section 6.

2. UNEQUAL ERROR PROTECTION FOR H.264/AVC SVC

In this section, we briefly discuss the proposed UEP framework. The
SVC streams are encoded with one base layer and one medium grain
scalable (MGS) [3] enhancement layer. Our investigation in previ-
ous work demonstrated that the two-layer setting is a good tradeoff
between the reduced compression efficiency and the gained robust-
ness for graceful degradation. The priority encoding transmission
(PET) [6] scheme is applied to provide UEP. As in Figure 1, all
NAL units belonging to the same group of pictures (GOP) are first
collected in a PET matrix. Then parity symbols generated with RS
codes are applied row-wise to the video source symbols. Finally,
the transmission packets are generated from the columns of the PET
matrix. The NAL units are protected with the optimized RS codes of
different strength. Generally, the protection strength of the RS codes
decreases from the BL to the EL NAL units. Within each quality
layer, stronger RS codes are assigned to NAL units on lower tempo-
ral level. With the PET scheme, it is guaranteed that the NAL units
belonging to one frame referenced by other NAL units will never
get lost prior to those NAL units. Moreover, the hierarchical depen-
dency in SVC GOP is well preserved among the received NAL units
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The estimated reduction of picture distortions for 2 ≤ p ≤ 8 ac-
cording to the distortion propagation model can be formulated as:

∆Dest
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3∆D0,1,9
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0,1,4 = (α3 +2α
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The picture distortions D0,1,p associated with the decoding sub-
set Φ0,1 are available in the GOP that is used to create the distortion
propagation model. The target reduction of the picture distortions
in this step is ∆D0,1,p = D3,0,p −D0,1,p. By minimizing the sum
of the difference between the target and the estimated reduction of
distortions, the α parameter can be determined for Φ0,1 as follows:

α
∗
0 = argmin

α>0
∑

p∈{2,3,4,5,6,7,8}

(∆D0,1,p −∆Dest
0,1,p)

2 (7)

We denote the solution of the least square problem 7 as α∗
0 ,

which is the positive root of the Equation 8. The Equations 6 with α

replaced with α∗
0 are utilized in the following GOPs to estimate the

reduction of picture distortions associated with Φ0,1. The estimated

picture distortion Dest
0,1,p associated with Φ0,1 is D3,0,p −∆Dest

0,1,p.

∑
p∈{2,3,4,5,6,7,8}

(∆Dest
0,1,p −∆D0,1,p)

d∆Dest
0,1,p

dα
= 0 (8)

In the second step, we estimate the picture distortions associated
with the decoding subset Φ1,1. The reduction of picture distortions

in ψ5 can be obtained as ∆D1,1,5 = Dest
0,1,5−D3,1,5. The estimated re-

duction of picture distortions for p = 2,3,4,6,7,8 can be formulated
as:

∆Dest
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∆Dest
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The target reduction of the picture distortion in this step is
∆D1,1,p = Dest

0,1,p −D1,1,p and the least square problem can be for-

mulated as:

α
∗
1 = argmin

α>0
∑

p∈{2,3,4,6,7,8}

(∆D1,1,p −∆Dest
1,1,p)

2 (10)

The solution of the least square problem 10 is denoted as α∗
1 .

The Equations 9 with α∗
1 deliver the estimates of the reduction of

picture distortions associated with Φ1,1. The estimated picture dis-

tortion is Dest
1,1,p = Dest

0,1,p −∆Dest
1,1,p.

In the last step, we estimate the picture distortions associated
with the decoding subset Φ2,1. The reduction of the picture distor-

tions in ψ3 and ψ7 are ∆D2,1,{3,7} = Dest
1,1,{3,7}−D2,1,{3,7}.

The estimated reduction of picture distortion for p = 2,4,6,8
can be formulated as:

∆Dest
2,1,2 = α∆D2,1,3

∆Dest
2,1,4 = α∆D2,1,3

∆Dest
2,1,6 = α∆D2,1,7

∆Dest
2,1,8 = α∆D2,1,7 (11)

The target reduction of the picture distortions in this step is
∆D2,1,p = Dest

1,1,p −D2,1,p and the least square problem is:

α
∗
2 = argmin

α>0
∑

p∈{2,4,6,8}

(∆Dest
2,1,p −∆D2,1,p)

2 (12)

The Equations 11 with α∗
2 deliver the estimates of the reduc-

tion of picture distortion associated with Φ2,1. The estimated picture

distortion for Φ2,1,p is Dest
2,1,p = Dest

1,1,p −∆Dest
2,1,p.

5. EXPERIMENTAL RESULTS

We tested the utility estimation algorithm in our UEP framework
with the CARPHONE, CITY, CREW, FOOTBALL, FOREMAN,
HARBOUR, MOBILE, SHUTTLE, SOCCER, TEMPETE, VCAR
sequences. All sequences were encoded with the JSVM (version
9.14) software into one BL and one MGS EL with the quantization
parameter (QP) setting: QPBL = 36, QPEL = 30. The GOP size was
set to 8 and the key pictures were intra-coded. The channel trans-
mission bitrate was adapted to the bitrate of the video bitstreams in
the simulation, such that Rsrc/Rch ≈ 70% holds. The packet loss rate
was varied from 2% to 40% with a step-size of 2%. The packet loss
correlation factor was set to 0.00 and 0.20 to emulate the transmis-
sion channel with random packet loss and burst packet loss, respec-
tively. We used the set of RS codes RS(60,k) (1 ≤ k ≤ 60) for UEP
protection. For each sequence, we utilized the real utilities of the
NAL units and the estimated utilities with m equal to 3,10,37. For
m = 37, the real utilities were measured only for the NAL units in
the first GOP, the utilities of the NAL units in the rest GOPs were
estimated with the model created from the first GOP. Optimized RS
codes were derived for the real and estimated utilities separately. We
ran 200 simulations for each channel setting.

In Figure 4, the averaged PSNR of the FOREMAN sequence
that is protected with the optimized RS codes is plotted against the
changing packet loss rate on the channel. Different curves represent
the UEP results with the RS codes which are optimized by means
of the real and estimated utilities, respectively. As we can see, the
loss of the UEP performance associated with the estimated utilities
against the real utilities is very small for the FOREMAN sequence.
The UEP performances of the estimated utilities with m equal to
3, 10, 37 are quite close and the best performance among them is
achieved with m = 3. This can be explained by the fact that strong
foreground motion exists through the whole FOREMAN sequence
and the model created from different GOPs can be well applied to
the rest of the sequence. Similar results were also observed with the
other test sequences except the VCAR sequence. The VCAR se-
quence contains the scene of a man driving an old timer in a forest
area. At the beginning of the sequence, the car is almost static and
begins to move. In Figure 5, we show the UEP performance for the
VCAR sequence with the real and estimated utilities. As we can see,
the UEP performances with m = 3,10 are quite close to the UEP
performance with the real utilities, while the UEP performance with
m = 37 is significantly worse than with the real utilities. The rea-
son is that the scene in the first GOP is almost static, which is quite
different from the scene in the rest of the sequence. Therefore, it is
not appropriate to apply the model built from the first GOP to all the
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Fig. 4. Comparison of the UEP performance with the real and esti-
mated utilities with m = 3,10,37 for FOREMAN.
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Fig. 5. Comparison of the UEP performance with the real and esti-
mated utilities with m = 3,10,37 for VCAR.

other GOPs. From the results in these figures, we can conclude that
a small m in the estimation process can prevent a mismatch between
the UEP performance with the real and estimated utilities. Accord-
ing to our experiments, the model built from one GOP with a certain
level of motion can be applied to GOPs with approximately the same
level of motion. The level of motion in a GOP can be estimated, for
example, from the averaged sum of square of the motion vectors in
all frames belonging to this GOP.

We also investigated the possibility of estimating the utilities us-
ing a model created from different sequences. In Figure 6, we esti-
mated the utilities of all NAL units in the FOREMAN sequence us-
ing models created from the first GOP of several different sequences.
The UEP performances with the models created from NEWS and
VCAR (low level of motion) are significantly worse than that with
the real utilities. The UEP performances with the models created
from CREW and MOBILE (comparable level of motion as FORE-
MAN) are quite close to that with the real utilities. These results
demonstrate that the consistency of the level of motion in the GOP
used to create the model and in the GOP to which the model is ap-
plied is a key factor for the applicability of the estimated utilities in
the UEP framework.
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Fig. 6. Comparison of the UEP performance with the real utility and
estimated utilities from a different sequence for FOREMAN.

6. CONCLUSIONS

We proposed an algorithm to estimate the utilities of the EL NAL
units. With this algorithm, no additional decoding processes are
needed in the encoder. This makes it possible to apply the adap-
tive UEP algorithm to real-time live streaming applications. Our
experiments show that the performance of the estimation algorithm
is related to the consistency of the motion level in the GOP used to
create the distortion model and the GOPs to which the model is ap-
plied. The motion vectors in the frames of one GOP are good hints
on the motion level of the whole GOP. With appropriately selected
estimation period, very good UEP performance can be achieved with
the estimated utilities.
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