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ABSTRACT
This paper addresses the performance of objective methods
for speech quality assessment in signals with realistic, block-
varying degradations. A block algorithm is presented which
employs an existing data-driven approach and is shown to
outperform current standard algorithms. We present test re-
sults performed on a block-varying extension to the C-Qual
database. The effects of block size on the accuracy and dis-
tribution of errors is also investigated.

1. INTRODUCTION

Mobile telecommunication systems are increasingly used in
adverse operating conditions. In order to provide a consistent
quality of service (QoS), it is necessary to monitor the quality
of the speech in near-real-time within mobile handsets to fine
tune network parameters. In law enforcement audio there is
a need for automatic segmentation of large amounts of au-
dio into sections containing speech with acceptable levels of
quality and/or intelligibility. Degradations in this scenario
are typically encountered with negative signal-to-noise ratios
(SNR) and time-varying in nature. An objective method ca-
pable of estimating the short time quality of a time-varying
speech signal is therefore needed.

A number of methods for subjectively measuring the
quality of speech have been developed [1], typically tested
using short speech sentences (between 3 and 8 seconds in
length) each degraded by stationary degradations. A num-
ber of databases are available for speech quality research us-
ing the ITU-T P.800 protocol [2]. Objective methods have
also been developed and validated for providing estimates of
speech quality for short sentences of speech with homoge-
nous degradations. These are further divided into intrusive
[3] and non-intrusive algorithms [4, 5]. However, in realis-
tic scenarios, both for mobile telecommunication devices and
in law enforcement applications degradations have an inher-
ently time-varying nature. Also, the duration of an average
communication is much longer than the typical 8 seconds
considered in subjective quality tests.

Previous studies of the subjective measurement of time-
varying speech quality include Hansen et al. [6] which used
the modulated noise reference unit (MNRU) to measure the
quality of isolated words (durations from 0.135 s to 0.911 s)
as well as continuous quality assessment using two different
SNR profiles on 40 s of speech. It is reported that subjects
can assess the quality of words in isolation as an instanta-
neous task and reliably assess the time-varying quality of
continuous speech with a delay of 0.5 s. Similar studies
have been reported by Voran et al. [7] and Heute et al. [8].
A protocol for subjective measurement of continuous, time-
varying speech quality [9] has now been standardized.

As far as we know, no objective method has been eval-
uated in the literature for short-term speech quality assess-
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ment of time-varying degradations. In this paper, we evalu-
ate the performance of three state-of-the-art methods for ob-
jective speech quality assessment on a database with three
types of additive noise and 7 randomly varying SNR pro-
files. The research aims addressed here are threefold. First
to measure the performance of speech quality estimation in
short time blocks as function of block-size; second to eval-
uate how features derived from Mel-Frequency Cepstral Co-
efficients (MFCC) and Linear Predictor Coefficients (LPC)
compare in terms of speech quality estimation as a function
of block-size; finally to evaluate how errors in objective esti-
mation are distributed over the entire range of mean opinion
scores (MOS).

2. ALGORITHMS

The PESQ [3] algorithm is an industry standard for intru-
sive (double-ended) speech quality assessment. PESQ re-
quires a reference signal in addition to the degraded sig-
nal to estimate the quality. The ITU-T P.563 [4] is a stan-
dardized non-intrusive (single-ended) speech quality assess-
ment algorithm. The Low Complexity Quality Assessment
(LCQA) is a data-driven non-intrusive technique that outper-
forms PESQ and P.563 in terms of condition averaged MOS
correlations [5]. Block based developments of the LCQA
algorithm using the LPC and MFCC features are described
here.

2.1 Block Based Modified LCQA (BBMLCQA)

The LCQA algorithm was first presented in [5]. We propose
a block based development of the LCQA algorithm with ad-
ditional features, an integrated voice activity detector (VAD)
and a two step dimensionality reduction. The input signal is
windowed by a Hanning window and divided into frames of
20 ms duration without overlap. Features are extracted for
each frame, referred to as “per-frame” features. The mean
(u), variance (o), skewness (s) and kurtosis (k) of each per-
frame feature is used to characterize the input signal proper-
ties, referred to as “global” features.

A two-step dimensionality reduction using the raw fea-
ture correlations and principal component analysis (PCA) is
applied to the global feature set to select 7 optimum features.
A Gaussian mixture model (GMM) with 9 mixtures is trained
on the joint density of the 7 features and the MOS [10] us-
ing full covariance matrices. We investigate two variations
of this approach using LPC and MFCC features as follows.

2.2 BBMLCQA-LPC

In the first variant, the original LCQA features [5] are esti-
mated using LPC spectra and include spectral flatness, spec-
tral dynamics, spectral centroid, speech signal variance and
LPC residual variance. To these we append the importance
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Figure 1: Examples of three SNR profiles for car (top), hum
(middle) and babble (bottom) noise for a female speaker.

weighted SNR per frame (iISNR) [10] and the rate of change
of iSNR over frames. To improve the performance of the al-
gorithm in voice activity detection, the zero crossing rate per
frame and its rate of change over frames was also included.

2.3 BBMLCQA-MFCC

In the second variant, FFT-derived Mel frequency cepstral
coefficients (MFCC) are computed [11]. The 12 MFCCs
themselves and their velocity (A) and acceleration (AA) coef-
ficients are included as per frame features. Additionally, the
zero crossing rate and the iSNR features are computed and
their rate of change over frames included, resulting in a set
of 40 per frame features.

2.4 Voice Activity Detection

The BBMLCQA has been designed to perform feature based
voice activity detection (VAD) by hand labeling the training
data such that speech pauses were assigned a MOS of 1, in-
dicating no speech presence. This allows the algorithm to
operate without an external VAD.

3. DATABASE AND EVALUATION

The evaluation of the objective methods is carried out using
a block-varying extension of the additive noise conditions
from the C-Qual database [2]. The C-Qual database is la-
belled with MOS from 24 native English listeners according
to the ITU-T P.800 protocol [1] and has been shown to have
a high intra-subject reliability of 0.93. The speech material
consists of pairs of sentences separated by a pause uttered by
two male and two female speakers, derived from the English
subset of the ITU-T P.23 database [12].

A block-varying extension is achieved by concatenating
sentences (each of 3.5 s) from the same speaker degraded by
the same noise type, using a 10 ms crossfade in the speech
pause regions at the beginning and end of the sentences. The
resulting files have a duration of 60 s and a block-varying
SNR profile.
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Figure 2: Performance of the algorithms on the original C-
Qual files, with homogenous degradations.
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Figure 3: Mean and variance in estimation error for the orig-
inal C-Qual files (homogenous profiles).

3.1 Block-varying extension

The database contains 84 minutes of speech corresponding to
2 male and 2 female speakers, representing 21 additive noise
conditions. These include car and babble noise with -16, -8,
0, 8, 16, 24 and 32 dB SNR and mains hum with -30, -20,
-20, 0, 10, 20 and 30 dB SNR.

Each file contains 60 seconds of speech from a single
speaker and a singe noise type, with a random fluctuation of
SNR. A total of seven SNR profiles are included for each
noise type and speaker. Figure 1 shows 3 example SNR pro-
files for a female speaker. The quality score for a block is
calculated as the average of the subjective scores.

3.2 Pearson Correlation Coefficient (PCC)

The overall performance is measured using the Pearson cor-
relation coefficient between the MOS and the estimated
MOS. The correlation over all files for a given block size
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Figure 4: Performance for block-extended C-Qual database
with PCC and block size. Every algorithm has an optimum
block size where it performs best.

is used as a figure of merit. The correlation coefficient for
block n is defined as:

Zn(Qn - HQ)(Qn - “Q)

Rn - — ’
\/Zn(Qn - uQVZn(Q” - l'LQ)2

(D

where Q,, is the MOS and 0, is the estimated MOS for block
n.

3.3 Bin-MOS

In addition to the average correlation between the MOS and
estimated MOS, we evaluate the difference between them as
a measure of accuracy. It is also advantageous to analyze
the distribution of the errors over the MOS range of 1 to 5.
In most situations, errors in the range of quality scores of 3
to 5 are less significant than errors in the range of 1 to 3.
Therefore the distribution of errors is important and will also
be studied.

The Bin-MOS is a measure of the root-mean-square error
(RMSE) between the subjective and objective scores, calcu-
lated over five MOS bins ([Q =11, [1 <0< 2],[2<0<
3LI13< 0 < 4], [4 <0 <5]). The RMSE for a particular
MOS bin is calculated as:

1« 4
RMSEy =\ | - Y (0n—00)%, 2

where N, is the number of blocks which have a MOS of b
(Q, = b). In additional to the mean error, it is also useful to
evaluate the variance in the estimation error as measure of
performance.

4. EXPERIMENTS AND RESULTS

We test the following four methods: PESQ, P.563 and
BBMLCQA-LPC and BBMLCQA-MFCC for their perfor-
mance on block-varying speech quality using the Bin-MOS
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Figure 5: Relationship between block size and overall speech
quality estimation for block-extended C-Qual database.

and PCC metrics. A minimum of 3.2 s of active speech is
recommended for reliable operation of PESQ [13].

For the BBMLCQA-LPC and BBMLCQA-MFCC algo-
rithms, a 50% cross-validation was adopted, whereby the
training set used speech from male and female speaker A
and tested on the male and female speaker B. Then the ex-
periment was repeated with A and B swapped and the results
combined. The test set always excludes data from the train-
ing set.

4.1 Homogenous SNR profiles

In this section we evaluate the effect of block size on the al-
gorithm’s performance, considering individual C-Qual files.
The SNR is constant for each 8.0 second file. The purpose of
this experiment is to validate the effect of block size on per-
formance when the SNR is constant, thus providing a bench-
mark for performance of objective methods in the less realis-
tic case of homogenous SNR. However, this is still of value
since this type of data is widely used in system evaluation.

4.1.1 Overall performance

The performance of the methods using the PCC metric is il-
lustrated in Fig. 2 which shows that overall the BBMLCQA
algorithm outperforms PESQ and P563 methods. For blocks
of 5.5 and 7.5 seconds, the P563 algorithm outperforms the
BBMLCQA-MFCC method. The overall best performance is
observed with a block size of 2.0 seconds for the BBLCQA-
LPC method.

4.1.2 Comparison of LPC and MFCC features

The LPC and MFCC variants of the BBMLCQA algorithm
both have good performance of RMSE of less than 0.5 MOS
units, with similar variability in estimation error. In terms of
correlations the LPC derived features outperform the MFCC
features in the lower block sizes of 0.5 to 2.0 seconds. The
BBMLCQA-MFCC method has a superior performance in
the 2.5 to 4.0 second blocks.
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Figure 6: RMSE for MOS bins 1 to 3 for block-extended C-
Qual database. Errors in this region are most significant for
system performance.

4.1.3 Estimation accuracy

In terms of RMSE the BBMLCQA methods are far superior
with lower mean and variance in the estimation as shown in
Fig. 3. Also, the RMSE and variance in estimation decrease
as the block size increases for the four methods.

[ Block (s) [ BBLCQA-LPC | BBLCQA-MFCC ||

0.5 s (o(residual)) o (AAc3)
1.0 s (spectral flatness) 0 (AAc3)
1.5 s (spectral flatness) o (AAcyp)
2.0 s (o (residual)) o (Aca)
2.5 s (o(residual)) o (AAc3)
3.0 K (spectraldynamics) | ¢ (Acy)
3.5 U (spectraldynamics) | o (Ac3)
4.0 s (o(residual)) o (Aci2)
4.5 U (spectraldynamics) | o (AAc2)
5.0 s (o (residual)) o (Acia)
5.5 o (spectraldynamics) | o (AAc3)
6.0 o (zerocrossing) 0 (AAc3)
6.5 o (spectraldynamics) | o (Aci2)
7.0 o (spectraldynamics) | o (Acy)
7.5 o (spectraldynamics) | o (Acy)
8.0 o (spectraldynamics) | o (Acy)

Table 1: Feature having the highest correlation with MOS for
a given block size with LPC and MFCC derived features for
the block-extended C-Qual experiments.

4.2 Block-varying SNR profiles

In this section the performance of the four methods is eval-
uated on the block-extended C-Qual database. The overall
performance in terms of PCC and error in estimation is dis-
cussed.
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Figure 7: RMSE for MOS bins 4 and 5 for block-extended
C-Qual database. These errors have less significant effect on
system performance.

4.2.1 Overall performance

The performance of the methods is shown in Fig. 4 which
indicates that, over all block-sizes the BBMLCQA algorithm
outperforms PESQ and P563. BBMLCQA-LPC achieves a
peak PCC of 0.93. The LPC and MFCC derived features
have a broadly similar performance, with a lower variation
in performance with block-size than the PESQ and P.563 al-
gorithms. The P.563 algorithm has a good performance for
block sizes between 1.5 and 5.5 seconds.

4.2.2 Comparison of LPC and MFCC features

In terms of the PCC, both the LPC and MFCC derived fea-
tures have a similar performance, both achieving a peak PCC
of 0.93. As shown in Fig. 5, the LPC and MFCC features
have a similar RMSE performance, with the MFCC’s having
higher variability in the smaller blocks.

Table 1 shows best correlated feature for a given block
size for the BBMLCQA algorithm. In the LPC variant, for
block-sizes of 0.5 to 2.5 seconds, the skewness is an impor-
tant property and for longer blocks (5.5 seconds and longer),
the variance is more important. Also, the spectral dynamics
is an important feature.

In the case of MFCC derived features, for all block sizes
considered, only the variance of the features was selected as
the best feature, with the A and AA coefficients being the
most important.

4.2.3 Estimation accuracy

Figure 5 shows that, as expected, larger block-sizes generally
have lower RMSE. The best overall accuracy is achieved by
the BBLCQA algorithm using LPC features, having a RMSE
of less than 0.5 MOS units for all block sizes larger than 0.5
seconds. The other algorithms achieve at best an RMSE of
1.5 MOS units. From Fig. 6 and Fig. 7 it can be seen that the
BBMLCQA algorithm has the lowest RMSE for MOS 1 to 3
and MOS 4 and 5. For small block sizes (below 2.5 seconds),
BBMLCQA-LPC has more errors in the higher MOS range
than in the lower one. As with the constant SNR scenario,
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Figure 8: Mean and variance in estimation error for the
four algorithms tested on different block sizes on the block-
extended C-Qual database.

the BBMLCQA methods also have a smaller variance in es-
timation error than the PESQ and P563 methods as shown in
Fig. 8.

S. CONCLUSIONS

A block-varying extension was made to the C-Qual database
by concatenating speech corresponding to 21 additive noise
conditions from 2 male and 2 female speakers. The LCQA
algorithm was extended with two additional features and a
two-step feature extraction and selection scheme. Addition-
ally, an MFCC derived feature set for the LCQA method was
presented. The performance of the new algorithms and two
existing algorithms was evaluated for short-time objective
speech quality assessment.

Performance was measured using the Pearson correlation
coefficient and the estimation error and variance was eval-
uated. In addition, the distribution of errors was evaluated
using Bin-MOS. The performance of the LPC and MFCC
based features was presented for 16 block sizes ranging from
0.5 to 8.0 seconds. The BBMLCQA-LPC algorithm was
shown to give the best overall performance, with an opti-
mum PCC of 0.93 and RMSE of 0.5 MOS units and lower
variance in estimation than the other methods. For the LPC
variant, the spectral dynamics was found to be an important
per frame feature with the skewness and variance being im-
portant global properties. For the MFCC variant, the vari-
ance of the A and AA coefficients were found to be the most
important features.
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