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ABSTRACT
This paper presents a new combination of wave field syn-
thesis with inverse wave propagation that can recreate vir-
tual sound sources in front of a loudspeaker array. Wave
field synthesis is a well-known sound field reproduction tech-
nique, based on the Rayleigh integral, that reconstructs sound
pressure distribution by using a planar or linear loudspeaker
array. We show that, using a holographic approach, the re-
construction position can be displaced towards the listener,
in front of the secondary sources. As a result, virtual primary
sources can be placed between the listener and the secondary
sources. Numerical simulation results are presented to show
the efficacy of the proposed method. We implemented an ex-
perimental system using linear microphone and loudspeaker
arrays to reproduce the sound field in a real environment.
Results of perceptual experiments showed that the proposed
method can achieve sound localization accuracy for virtual
sound sources equivalent to that for real sound sources.

1. INTRODUCTION
Wave field synthesis (WFS) is well known as a large-area
sound-field reconstruction technique based on Kirchhoff-
Helmholtz or Rayleigh integrals [1, 2, 3]. On the basis of
WFS, a far-end sound field is recorded by using a planar or
linear microphone array and reproduced at the near-end by
using a similarly arranged loudspeaker array as secondary
sources.

Generally, it has been possible to recreate a sound field
created by primary sources behind secondary sources by us-
ing WFS. As a future application of WFS, it would be useful
to create sound images in front of secondary sources to syn-
chronize with 3D visual images. Recent studies have shown
that it is possible to reproduce point sources within the tar-
get area by applying a focused source technique [4, 5, 6, 7].
However, this technique is only valid when the position, sig-
nal, or directivity of primary sources is known. This is be-
cause this technique is based on focusing sound pressure at
a specified position. Decomposing a set of signals received
by an array of microphones into parameters, i.e., the source
position, direction, and original signal, is not a trivial task.

To recreate virtual primary sources in front of secondary
sources without the above parameters, the sound pressure
distribution at the receiving plane must be reconstructed
within the target area. In other words, the reconstruction
plane must be shifted forward while the secondary sources
are fixed. That can be achieved by inversely obtaining the
sound pressure distribution at a distance from the receiving
plane in the opposite direction to wave propagation, which
is an inverse problem similar to holography or inverse wave-
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Figure 1: Sound field reproduction based on Rayleigh inte-
grals [1].

field extrapolation [8, 9, 10]. We applied acoustical hologra-
phy techniques for WFS to shift the reconstruction plane for-
ward. As a result, primary sources were virtually recreated
in front of secondary sources by using a filter determined by
setting only a displacement parameter for shifting.

This paper is organized as follows. Section 2 deals with
basic principles of WFS. Section 3 describes the application
of inverse wave propagation to WFS for shifting the recon-
struction plane. In Section 4, results of experiments are re-
ported. Finally, Section 5 concludes this paper.

2. SOUND FIELD REPRODUCTION BASED ON
WFS

Let us consider sound field reproduction based on the
Rayleigh I integral [3]. This equation is a simplified rep-
resentation of Kirchhoff-Helmholtz integrals, derived when
the boundary geometry is spread out as an infinite plane as
shown in Fig. 1 [8]:

P(rrr,ω) = −
∫∫ ∞

−∞

∂P(rrrs,ω)
∂ z

exp(− jk|rrr− rrrs|)
2π|rrr− rrrs|

dxsdys, (1)

where rrr denotes the vectorized position in the target area,
rrrs is the position vector at the boundary S, and P(rrr,ω) and
P(rrrs,ω) are the sound pressures of frequency ω at rrr and
rrrs, respectively. k = ω/c is the wave number, and c is
sound speed. The abbreviated notation ∂/∂ z means the di-
rectional gradient in the direction of z at rrr = rrrs. Equation (1)
means that the sound field of the source area is reproduced
by monopole secondary sources located at the reconstruction
plane in the target area. Then, the driving signal of secondary
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Figure 2: Shifting reconstruction plane forward. Virtual
sources are recreated in front of secondary sources.

sources is represented as

D(rrrs,ω) = −2
∂P(rrrs,ω)

∂ z
. (2)

This equation is referred to as the secondary source driving
function [3], which suggests the sound pressure gradient at
the receiving plane is necessary for reproducing the sound
field.

When considering only the horizontal ear-plane (at a con-
stant y), an implementation of WFS can be reduced to a
two-dimensional model, where the secondary source driving
function of the linear loudspeaker array is represented as

D2.5D(rrrs,ω) = − gc√
jk

∂P(rrrs,ω)
∂ z

. (3)

Here, gc is an amplitude correction factor [3, 11]. This ap-
proximation is known to result in artifacts in the target sound
field, such as faster sound decay than in the real one [3].

3. INVERSE WAVE PROPAGATION FOR SHIFTING
RECONSTRUCTION PLANE FORWARD

Shifting the reconstruction plane forward is identical to shift-
ing the receiving plane backward. Therefore, it is necessary
to obtain the gradient of the sound pressure in the opposite
direction of wave propagation from the receiving plane. We
approached this problem in a similar manner to holography
and obtained a filter determined by setting only a displace-
ment parameter. If the secondary sources reconstructed the
sound pressure distribution of the virtual receiving plane, the
sound field created by the secondary sources needs the sound
pressure distribution of the actual receiving plane to be re-
constructed at the shifted distance, i.e., reconstruction plane
(Fig. 2).

3.1 Inverse Wave Propagation
Let us consider the direct direction of sound propagation
from the virtual receiving plane at z = z0 to the actual re-
ceiving plane at z = z1. It is formulated as

P(rrr1,ω) =
∫∫ ∞

−∞
P(rrr0,ω)

∂
∂ z

exp(− jk|rrr1 − rrr0|)
2π|rrr1 − rrr0|

dx0dy0.

(4)

This equation is called the Rayleigh II integral [8].
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Figure 3: Block diagram of practical system for shifting re-
construction plane.

If we neglect the evanescent components, the inversion
formula of Eq. (4) is approximated as [9, 11]

P(rrr0,ω) ' −
∫∫ ∞

−∞
P(rrr1,ω)

∂
∂ z

exp( jk|rrr0 − rrr1|)
2π|rrr0 − rrr1|

dx1dy1.

(5)

Equation (5) provides the sound pressure at the virtual re-
ceiving plane obtained by inverse wave propagation when the
sound pressure is known at the actual receiving plane. Note
that sound pressure in the region behind of primary sources
estimated by Eq. (5) is not ensured.

3.2 Application of inverse wave propagation to WFS
We propose applying inverse wave propagation to WFS.
Sound pressure distribution at z = z1 is obtained by using
an equally distributed microphone array; the vectorized po-
sitions are denoted as rrrn = (xn,yn,z1), and signals are de-
noted as Pn(ω). By using inverse wave propagation, sound
pressure distribution of discrete points at z = z0 is obtained;
the vectorized positions are denoted as rrrm = (xm,ym,z0),
and signals are denoted as Pm(ω). When Pm(ω) is recre-
ated by secondary sources, the reconstruction plane is shifted
d = |z1 − z0| in the target area. In this case, the secondary
source driving function, denoted as Dm(ω), is obtained by
substituting Eq. (5) into Eq. (2).

Dm(ω) = −2
∂
∂ z

[
∑
n

Pn(ω)

∂
∂ z

[
exp( jk|rrrm − rrrn|)

2π|rrrm − rrrn|

]
z=z1

]
z=z0

= −∑
n

Pn(ω)
{

1− jk|rrrm − rrrn|
π|rrrm − rrrn|3

+d2 3−3 jk|rrrm − rrrn|− k2|rrrm − rrrn|2

π|rrrm − rrrn|5

}
exp( jk|rrrm − rrrn|) , (6)

where

|rrrm − rrrn| =
√

(xm − xn)2 +(ym − yn)2 +d2. (7)

This equation provides the secondary source driving function
to recreate the sound pressure distribution at the virtual re-
ceiving plane by using the sound pressure distribution at the
actual receiving plane. Because the relative position of each
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Figure 4: Numerical simulation setup. When reconstruction plane is shifted 2 m forward, target sound field should ideally
correspond with original sound field in simulated regions.

microphone rrrn is known, rrrm is geometrically determined by
setting a displacement parameter d. Therefore, the filter for
shifting the reconstruction plane is determined simply by set-
ting d.

As previously stated, shifting the receiving plane back-
ward is identical to shifting the reconstruction plane forward.
If primary sources exist in z1 > z > z0, the primary sources
are virtually reproduced in front of the secondary sources.
Note that decomposition of the source parameters is unnec-
essary. However, the reproduction of the region behind of
virtual primary sources is not accurate.

Two-dimensional formulation of Eq. (6) can be derived in
a similar manner to the three-dimensional one. This is done
using [11]

Dm(ω) = −gc

√
jk

2 ∑
n

Pn(ω)(
|rrrm − rrrn|2 +2d2

|rrrm − rrrn|3
H(1)

1 (k|rrrm − rrrn|)

− d2

|rrrm − rrrn|2
kH(1)

0 (k|rrrm − rrrn|)
)

dx1, (8)

where
|rrrm − rrrn| =

√
(xm − xn)2 +d2. (9)

Equation (8) provides the secondary source driving function
to implement shifting of the reconstruction plane forward us-
ing linear arrays.

Figure 3 shows a block diagram of a practical system for
shifting the reconstruction plane. Here, pn(t) and dm(t) are
time domain representations of Pn(ω) and Dm(ω), respec-
tively. Dm(ω) is derived by applying the filter for shifting
reconstruction plane Gnm(ω) to Pn(ω).

Dm(ω) = ∑
n

Gnm(ω)Pn(ω), (10)

where Gnm(ω) is derived from Eq. (6) or (8). In a two-
dimensional case, Gnm(ω) is

Gnm(ω)=−gc

√
jk

2

(
|rrrm − rrrn|2 +2d2

|rrrm − rrrn|3
H(1)

1 (k|rrrm − rrrn|)

− d2

|rrrm − rrrn|2
kH(1)

0 (k|rrrm − rrrn|)
)

. (11)

The Hankel functions can be calculated numerically [12]. If
the displacement parameter d is constant, Gnm is fixed as a
matrix of filters. To reduce truncation errors caused by a fi-
nite array length, a tapering window is applied to the sec-
ondary source driving function [3].

4. EXPERIMENTS

4.1 Simulation results
Numerical simulation of 2D sound field reproduction using
our proposed method for shifting the reconstruction plane
was conducted. Figure 4 shows the simulation set up. Iden-
tical linear microphone and loudspeaker arrays were located
at z = 0, with 96 channels in 1 array. The directivity of the
array elements was considered as monopole. The elements
of the arrays were equally spaced at 4 cm, so the lengths of
the arrays became 3.8 m. The primary sound sources located
at z < 0, i.e., the source area, were observed with a linear mi-
crophone array at z = 0. The original sound field created by
primary sources in the source area was reproduced at z ≥ 0
with a linear loudspeaker array at z = 0 as secondary sources.
The original and target sound fields were simulated in 3×3 m
regions (shaded regions in Fig. 4). When the reconstruction
plane is shifted 2 m forward, the target sound field should
ideally correspond with the original sound field in the sim-
ulated regions. The amplitude of reproducing signals, gc in
Eq. 8, was compensated to the proper reproduction level at
the center of the simulated area, (x,z) =(0.0 m, 2.0 m).

Figure 5 shows the simulation results when the recon-
struction plane was shifted 2 m forward and the sound source
was a point source located at (0.0 m,−1.0 m). The source
signal was a 1-kHz sinusoidal wave. Figure 5(a) shows the
sound pressure distribution reproduced using the proposed
method, and Fig. 5(b) shows the original sound pressure dis-
tribution in the source area. In this case, the virtual sound
source appeared in the target area. When the target area was
separated into two regions as shown in Fig. 5(c), the accu-
racy of reproduction was restricted in the bounded region.
This is because it is impossible to perfectly reproduce diver-
gence from a position in front of secondary sources by using
a finite array. This restriction is similar to one in the con-
ventional focused-source method [5]. We define the signal to
distortion ratio (SDR) as the ratio of the original sound pres-
sure distribution to the error of the reproduced sound pressure
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Figure 5: Simulation results when reconstruction plane was displaced 2 m.
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Figure 6: Simulation results when two sources were used and reconstruction plane was displaced 2 m.

distribution. SDR can be written as

SDR =−10log10
1
T ∑

tk

∑xi ∑z j |p(tk,xi,z j)− porg(tk,xi,z j)|2

∑xi ∑z j |porg(tk,xi,z j)|2
,

(12)
where p(tk,xi,z j) and porg(tk,xi,z j) are the reproduced and
original sound pressure distributions in the time domain, re-
spectively. T is the average time duration. Calculation of
SDR was skipped in the region within 0.1 m of the primary
sources. The SDR in the bounded region in Fig. 5(c) was
34.0 dB when T = 10 ms. Even when source parameters
were known and the point source was reproduced by the con-
ventional focused-source method, the SDR was almost the
same.

Figure 6 shows the simulation results when the recon-
struction plane was shifted 2 m forward, and the sound
sources were two point sources located at (−0.4 m,−1.0 m)
and (0.6 m,−0.8 m). The source signal was a 1-kHz sinu-
soidal wave. Figure 6(a) shows the sound pressure distri-
bution reproduced using the proposed method, and Fig. 6(b)
shows the original sound pressure distribution created by two
point sources in the source area. The two sources were ac-
curately reproduced inside the target area, while the exact
region is restricted as shown in Fig. 6(c). The SDR in the
bounded region in Fig. 6(c) was 36.5 dB when T = 10 ms.
The filters used to produce the results in Figs. 5(b) and 6(b)
were identical because the displacement parameters used in

the filters were the same. One advantage of the proposed
method is that the same filter can be used for reproducing
virtual sources in front of the loudspeaker array even when
multiple sources are located in the source area.

4.2 Perceptual experiments of source localization
To perceptually evaluate the proposed method, we conducted
a source localization listening test. Figure 7 shows the per-
ceptual experiments setup. A linear microphone array and
a loudspeaker array were set in the source room and in the
reproduced room, respectively. Similar to the numerical sim-
ulation, there were 96 channels in an array, and the loud-
speakers and microphones of the arrays were equally spaced
at 4 cm. Both arrays were set 1.2 m above the floor. Spatial
aliasing artifacts occured at frequencies above 4.3 kHz due
to the finite intervals of the array elements. The loudspeaker
elements were about 3.8 cm in diameter with enclosures and
had almost monopole directivity up to 1.2 kHz. The speech
signals of female and male utterances were used as source
signals. The duration of each was 10 s, and the sampling fre-
quency was 48 kHz. There were 7 listeners between the ages
of 25 and 40. The amplitude of reproducing signals, gc in
Eq. (8), was compensated to the proper reproduction level at
the listening position. The reverberation times of the source
room and reproduced room were about 150 and 230 ms, re-
spectively. The background noise level of the reproduced
room was about 36.7 dBA.
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Figure 7: Perceptual experiments setup. S1–S3 indicate the
recorded positions of primary sources, and V1–V9 indicate
the reproduced positions of virtual sources.

As shown in Fig. 7, source signals were recorded at three
positions, S1, S2, and S3, in the source room. A general
closed loudspeaker was used as the primary sound source.
Reproducing signals were created from signals recorded by
the microphone array, and the reconstruction planes of these
signals were shifted 1.0, 2.0, and 3.0 m by using the proposed
method. Therefore, virtual sound sources were reproduced at
V1–V9 by the loudspeaker array in the reproduced room. A
listener was positioned at L1 and noted the reproduced posi-
tions of the virtual sound sources, V1–V9. A listener could
see the signs of positions at V1–V9. The reproducing signals
of V1–V9 were played randomly 27 times, so the reproduc-
ing signal of each virtual sound source was played 3 times.

Figure 8 shows the accuracy rate and its average includ-
ing confidence intervals of listeners noting each virtual sound
source location. The accuracy rate when real sound sources
(loudspeakers) were located at V1–V9 and listeners noted the
location of real sound sources is also shown. These results
show that the accuracies of real and virtual source localiza-
tion were almost the same. The accuracy rates of localization
of real and virtual sources in line with the front-facing posi-
tion of the listener, i.e., V2, V5, and V8, were relatively low.
This is because differentiating the sound source distance is
difficult for humans [13], so multiple sources located in the
same direction caused some localization mistakes. For the
remaining positions, the accuracy rate was found to be rel-
atively high because the listener could distinguish the direc-
tion.

5. CONCLUSION
We presented a novel method that combines wave field
synthesis with inverse wave propagation to recreate virtual
sound sources in front of a loudspeaker array. This method
shifts the reconstruction plane towards the listeners by in-
versely estimating the sound pressure at the virtual receiving
plane. Compared to the conventional methods that require in-
formation on the primary sources at the far-end, this method
enables us to recreate sound sources in front of secondary
sources using a filter determined by a single displacement
parameter. We also presented numerical simulation results
showing that the sound field is accurately reproduced with a
constraint due to limited secondary source length. The re-
sults of the perceptual experiments showed that this method
can achieve a sound localization accuracy for virtual sound
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sources equivalent to that for real sound sources.
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