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ABSTRACT 

This paper presents a flexible voice morphing method based 

on conversion using a linear combination of multi-speakers’ 

vocal tract area functions, in which phonological identity is 
maintained in terms of the overall interpolated area. In this 

system, the characteristic of vocal tract resonances is sepa-

rated from that of glottal source waves using AR-HMM 

analysis of speech. The vocal tract resonances and glottal 

source wave characteristics are independently morphed. For 

the morphing of vocal tract resonances, log area vocal tract 

functions, which are derived from AR coefficients, are nor-

malized and then processed by statistical mapping technique. 

For glottal source waves, statistical mapping is conducted in 

the cepstrum domain. Morphed speech is re-synthesized by 

an AR filter of converted glottal source waves which is re-

synthesized using a cepstrum domain conversion. With the 
proposed morphing system, the continuity of formants and 

perceptual differences between a conventional method and 

the proposed method are confirmed. 

1. INTRODUCTION 

Voice morphing or voice conversion usually means trans-

formation from a source speaker’s speech to a target speak-

er’s. Therefore, these techniques are considered to be a kind 

of point-to-point mapping in a feature space. Our research 

on voice morphing aims to extend this restriction to area-to-
area mapping by introducing multi-speakers of adequate 

features derived from a speech production model, since that 

will be useful for such applications as the creation of pecu-

liar voices in animation films. 

 Since the 1990s, many techniques for voice conver-

sion have been proposed [1-7]. One successful technique is 

to use a statistical method for mapping a source speaker’s 

voice to a target speaker’s in the cepstrum domain [2,3]. 

However, a weakness of these methods is the discontinuity 

of formants, due to the fact that the relationship between 

formant transitions and the time pattern of the power spec-

tral envelope sequence is nonlinear, that is, continuous in-
terpolation of log power spectra does not result in conti-

nuous formant transitions. This characteristic behavior will 

result in a deterioration of the phonological quality. Some 

improvements of these methods have been proposed to 

counter this deterioration [5,6]. 

 The proposed method employs an estimated vocal 

tract area function to avoid such weakness. As is well known 

[8,9], partial autocorrelation (PARCOR) coefficients can be 

considered as reflection coefficients of a vocal tract area 

function, and the local peaks of power spectrum envelopes 

of vocal tract area functions have a flat level in a certain 

frequency band for vowels [10]. Moreover, the number of 

coefficients refers to the number of poles contained in the 

power spectrum, i.e., formants. Based on these restrictions, 

interpolation in the vocal tract area domain is considered to 

provide reasonably continuous transition of formants. 
 Estimation of the vocal tract area function implies 

simultaneous estimation of the voice source characteristics. 

For this purpose we introduce Auto-Regressive Hidden 

Markov Model (AR-HMM) analysis of speech, which has 

been proposed for improved AR-modeling of speech [11]. 

AR-HMM represents the vocal tract resonance characteris-

tics by an AR model and the glottal source wave by an 

HMM.  

 The voice morphing system uses the log vocal tract 

area functions and a cepstrum sequence of glottal source 

waves as feature parameters for the linear combination of 

multi speakers’ characteristics. The re-synthesis procedure to 
obtain morphed speech is as follows; the glottal source wave 

is synthesized by the synthesis-by-analysis software package 

STRAIGHT [12], in the cepstrum domain mapping. Output 

speech is synthesized by AR filtering of the glottal source 

wave, where AR coefficients are calculated as reflection 

coefficients of the vocal tract area function obtained by li-

near combination of the log vocal tract area functions. Be-

fore calculating the linear combination, the vocal tract area 

functions of different speakers are stretched to adjust the 

length of different vocal tract areas. We show that the inter-

polated spectral envelopes are reasonable with regard to 
continuous transition of formants, which are substantially 

different from those obtained from the cepstrum domain and 

also improved from using non-stretched vocal tract areas. 

We confirm by perceptual experiment that the differences 

can be perceptually recognized. 

2. PROPOSED METHOD 

2.1 AR-HMM analysis 

The AR-HMM model represents the vocal tract characte-

ristics by an AR model and the glottal source wave by an 

HMM. The AR-HMM model structure is depicted in Fig. 1. 
The AR-HMM analysis estimates the vocal tract reson-

ance characteristics and vocal source waves in the sense of 

maximum likelihood estimation. In this way, components of 

the vocal tract resonance characteristics and those of the 

source waves can be naturally separated. 
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Fig. 1: Schematic diagram of AR-HMM for speech analysis 

 

Conventional AR model estimation assumes that the glot-
tal source wave has a Gaussian distribution. This assumption 

however can become invalid, especially when analyzing 

speech with a high fundamental frequency, such as that of 

some female speakers. On the contrary, in AR-HMM estima-

tion, the vocal cord HMM and the vocal tract AR model are 

alternately estimated using the maximum likelihood method. 

AR-HMM can estimate the vocal tract features without being 

biased by pitch harmonics. In addition, since the HMM used 

here adopts an assumption of ring-states for the glottal source 

wave, the estimated glottal source can be regarded as an ap-

proximation of the glottal source wave. An example of AR-
HMM analysis results is shown in Fig. 2. 

 

2.2 Estimation of the vocal tract area function 
The power spectrum was calculated from the AR coeffi-

cients with AR-HMM analysis, and reflection coefficients 

(PARCOR) 
 

niki ,,2,1,   of the vocal tract area function 

were derived from autocorrelation coefficients obtained by 

IDFT applied to the power spectrum.
 
In the approach de-

scribed in this paper, before analysis with AR-HMM, a first 

order adaptive inverse filtering was used for equalization of 

formants [10]. 

The vocal tract area function )1,,2,1(  niAi  was calcu-

lated by: 

 

1

1

1

1

1












i
i

i
i

n

A
k

k
A

A
                                                                         (1) 

Then, we normalized the vocal tract area functions by di-

viding by their sum. Finally, we used log normalized vocal 

tract area functions, in order to prevent vocal tract area func-

tions from becoming negative and AR coefficients from be-

ing unstable. 

For linear interpolation in the vocal tract area function 

domain, a formant is expected to be a continuous transition. 

This is confirmed in Fig. 3, where two spectra transitions are 

shown; one is a linear interpolation in the cepstrum domain 
and the other is one in the vocal tract area function domain. It 

is obvious that the formant transitions are continuous for the 

graph on the left, i.e., in the vocal tract area function domain. 

 

 
 

Fig. 2: An example of the results of AR-HMM analysis using 

a 500-Hz pitch of synthesized speech: The order of AR coeffi-

cients is 19, and there are 13 HMM states. 

 

 
Fig.3: An example of linear interpolation: power spectra 

sequences obtained using 40 cepstrum coefficients (left), and 

using log vocal tract area functions (right). 

 

2.3 Conversion function 
The voice conversion technique used in the system is 

basically statistical mapping from a source speaker’s voice to 

a target speaker’s. The conversion function is represented as 
a Gaussian Mixture Model (GMM). 

Let us denote the vector analyzed from a source speak-

er’s speech by x, and the corresponding vector analyzed from 

a target speaker’s speech by y. The conversion function 

)(xF  is given as follows. 
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where ),;( ΣμxN denotes a normal distribution with mean 

vector μ and covariance matrix Σ . The value m
 
is the num-

ber of Gaussian components. The vectors x
iμ and y

iμ denote 

the mean vectors of the ith Gaussian model estimated from 

x and y , respectively. The matrix xx
iΣ denotes the cova-

riance matrix of the ith Gaussian model estimated from x . 

yx
iΣ  is the cross-covariance matrix, and i  is the mixture 

weight of each class. 

As described in [2], the GMM-based estimation of the 

conversion function uses a set of time-aligned x and y , 

TTT yx ][z to estimate the parameters of a joint model of 

Gaussian mixtures. Once the model has been trained, the 

density of x and y  is given by the following. 

 
















yy
i

yx
i

xy
i

xx
iz

i
ΣΣ

ΣΣ
Σ

 














y
i

x
iz

i
μ

μ
μ                                               (4) 

 

In the method described here, the vocal tract characteris-

tics are converted in the log vocal tract area function domain, 

and the glottal source wave characteristics are converted in 

the cepstrum domain. 

 

2.4 Re-synthesis of the converted voice 
The system overview of the voice conversion process is 

shown in Fig. 4, where the system consists of a training 

phase and a conversion phase. The procedure of each phase 

is as follows. 

Training phase: 

1) AR-HMM analysis: Speech samples with the same 

phonetic content from both source and target speaker 

are analyzed, to estimate the AR coefficients for the 

vocal tract features and the glottal source wave for the 

vocal cord features. The AR coefficients are trans-

formed to log vocal tract area functions. The glottal 

source wave is transformed to cepstra. 
2) Feature alignment: The feature vectors obtained above 

are time-aligned using dynamic time warping (DTW) 

in order to compensate for any differences in duration 

between source and target utterances. 

3) Estimation of the conversion function: The aligned vec-

tors are used to train a joint GMM whose parameters are 

then used to construct a stochastic conversion function. 

The conversion function for vocal tract features and the 

conversion function for vocal cord features are esti-

mated independently. 

Conversion and morphing phase: 

1) AR-HMM Analysis: As in the training phase, the vocal 

tract and vocal cord features are estimated using an 

AR-HMM, but in this case only the source speaker’s 

utterances are used. 

2) Features Transformation: The GMM-based transfor-

mation function constructed during training is now 

used for converting every source log vocal tract area 

function and vocal cord cepstrum into its most likely 
target equivalent. 

3) Linear Interpolation: The features of morphed speech 

are obtained using )()1(
11
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where x denotes the original source feature vector, and 
)(xkF  is the converted feature vectors of speaker k ob-

tained using the conversion functions. The parame-

ter k denotes the morphing rate. Vocal tract features 

and vocal cord features are interpolated independently. 

4) Synthesis of the source wave: The source wave for 

LPC synthesis is synthesized with the STRAIGHT 

software, using the converted vocal cord cepstrum. 

5) LPC synthesis: The AR coefficients for LPC synthesis 

are obtained by the PARCOR coefficients derived 

from the converted log vocal tract area functions. Fi-

nally, we filtered the synthesized source wave with the 

AR coefficients. 
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Fig. 4 Block diagram of the voice conversion system 
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2.5 Stretch in the direction of vocal tract length 

In the case of vocal tract area function space interpola-

tion, it is necessary to take into account the differences in 

vocal tract length of the speaker. To accommodate this, we 

stretched vocal tract area functions in the direction of the 

long axis of the vocal tract before linear interpolation. The 

procedure is as follows. 

1) The vocal tract area functions are approximated by 

p order polynomials (in our experiments, p =6), and 

the local maxima and local minima are estimated. 

2)  The correspondence of  the poles between the speak-

ers are selected with minimum distance among those 

poles.  

3) Finally, the vocal tract area function of morphed 

speech are piecewise stretched and interpolated using  

the correspondences. 

Lips Glottis

Speaker A

Speaker B

Morphed speech

Poles of the polynomial

 
Fig. 5 Stretch in the direction of vocal tract length 

 

Lips Glottis

Speaker A

Speaker B

Morphed speech

 
Fig. 6 An example of the piecewise stretch and interpo-

lation of vocal tract area functions 

 

2.6 The method of pitch modification 

A basic prosodic transformation was also applied. The 

fundamental frequencies are modeled by a log-normal dis-

tribution. During the training phase, the mean value and 

variance of the log scale fundamental frequency was calcu-

lated for speakers. We estimated the converted fundamental 

frequency using the following formula. 

)(' 00 x

x

y

y ff 



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where 0f ,
'0f denote log scale fundamental frequencies of 

before-conversion and after-conversion. The values x , y  
are the mean log pitch of source and target speakers, respec-

tively. x , y  are the variances of log pitch. 

3. EXPERIMENTS 

3.1 Experimental conditions 

The speech sample set used for voice morphing con-

tained 50 sentences in Japanese, each uttered by three male 

and three female speakers. The sampling frequency was 16 

[kHz] and the mean duration of the sentence samples was 4.7 

[s]. Forty-five sentences were used for the training of the 
conversion functions; five sentences were used for the syn-

thesis of the morphed speech. 

The number of AR coefficients and HMM states for the 

AR-HMM were 21 and 13, respectively. The HMM states of 

the AR-HMM were connected in a ring topology. There were 

128 mixtures of GMM for the conversion function. Twenty 

cepstrum coefficients were used for re-synthesis of the source 

wave. The following three types of interpolation methods 

were compared: 

(a) Linear interpolation of 40 cepstrum coefficients cal-

culated from the AR coefficients. 
(b) Linear interpolation of log scale vocal tract area 

functions (order 21). 

(c) In addition to (b), using the poles of the approximat-

ing polynomials of the vocal tract area functions, we 

carried out a piecewise linear stretch and interpola-

tion. 

The morphed speech was synthesized using the me-

thods (a), (b), and (c), changing the morphing rate. Three 

combinations of source and target speakers were used; male 

to male, female to female, and male to female. 

3.2 Observation of the formants for the morphed speech 

We observed the power spectrum for the same analysis 

frame of the morphed speech between the original male 

speaker’s features and the target female speaker’s converted 

features, when the morphing rate  =0.5 (Fig. 7). In the case 

of method (a), interpolation in the cepstrum domain, it can 

be seen that the power spectra are smoothed and the for-

mants are indistinct. In the case of method (b), the formants 

are distinct, but each formant is situated at small equal inter-
vals. This is because the form of vocal tract area functions is 

treated as a uniform tube, as a result of interpolation that 

doesn’t take account of varying vocal tract length. In the 
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case of (c), interpolations that do take into account vocal 

tract length, each formant is situated appropriately in the 

middle of the source speaker’s and the target speaker’s fre-

quency ranges. 

3.3 Perceptual test results 

We synthesized the morphed speech that was interpo-

lated with speech from six speakers with a constant morph-

ing rate, and conducted a preliminary listening test for differ-

ences between results of each method. Firstly, we derived 

morphed speech from the original speech samples from the 

six speakers. The listening test result by three subjects indi-

cates that speech derived using the methods (b), (c) was 

clearer than speech derived by method (a). Next, we derived 

morphed speech from one male speaker’s speech samples as 

source and converted speech samples that mapped to the 

other five speakers as targets from the male speaker. As a 

result, clear differences in the hearing of speech derived us-
ing each method were not found. This was possibly because 

the lower formants were maintained to some extent, and also 

because we interpolated between the converted speeches, that 

were of a degraded quality. 

4. CONCLUSION 

This paper has presented a voice morphing method 

based on mappings in the vocal tract area space and glottal 

source wave spectrum that can each be independently mod-

ified. These features have been realized using AR-HMM 
analysis of speech. The research has focused on the phonetic 

continuity of morphed speech converted from a linear com-

bination of multi-speakers’ voices. We have discussed this 

issue by comparing acoustic features and interpolation tech-

niques. The feasibility of the method has been reasonably 

confirmed by observing the positions of the formants of the 

morphed speech, and conducting a preliminary listening test 

on the morphed speech of six speakers. In future, we will 

investigate how to improve the quality of voice conversion 

with interpolation techniques. 
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