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ABSTRACT
In the present study, we propose a technique for estimating
the vertical and horizontal directions of sound sources us-
ing a robot head incorporating two microphones. The mi-
crophones have reflectors that work as human’s pinnae. We
previously proposed a localization method that uses the re-
flectors to estimate the 3D direction of a single sound source.
The present paper deals with the problem of 3D localization
of multiple sound sources. Since silent intervals normally
occur when a person speaks, such intervals are thought to
convey that only one person is talking, even if two or more
people are actually speaking. These intervals can be esti-
mated by calculating the correlativity of two audio signals
obtained from two microphones. The correlativity is deter-
mined by a coherence function. Using the interval for each
sound source, we can detect the 3D directions of multiple
sound sources. Experimental results demonstrate the validity
of the proposed method.

1. INTRODUCTION

When a robot and person talk with each other, it is desirable
for the robot to be facing the speaker. Therefore, the robot
must be able to detect the direction of the speaker. Moreover,
when two or more sounds exist, the sounds detected by the
microphones of the robot are mixed, which is typical situa-
tion for real environments in which the robot may actually be
used. In the environment, the robot hears the mixed sounds
and must detect the direction of each sound source from the
observed sounds.

Many localization methods have been proposed until
now. For example, the model of Ono et al. [1] can be located
to one sound source that exists in an upper and lower, right
and left direction, using two microphones. This model mim-
ics the function of the ear of the Barn owl, and uses two direc-
tional microphones arranged in right and left asymmetry. In
case of symmetrically arranged microphones, the Interaural
Time Difference (ITD) and the Interaural Level Difference
(ILD) are 0 for a sound in the median plane. In the case of
asymmetrically arranged microphones, since the ITD and the
ILD are not always 0 for a sound in the median plane, the di-
rection of the sound source can be determined by combining
the ITD and the ILD.

In the present paper, we propose a technique for estimat-
ing the vertical and horizontal directions of sounds using a
robot head that incorporates two microphones which have re-
flectors that work like pinnae. The original point of the pro-
posed localization technique is that the single sound source
of the voice is obtained by calculating the correlativity of
two audio signals detected by the two microphones, where

the observed audio signal is such a signal that two or more
sounds are mixed. The correlativity is determined by a co-
herence function. Using the detected single sound source, its
horizontal and vertical direction is estimated.

2. PROPOSED METHOD FOR LOCALIZING TWO
OR MORE SOUND SOURCES

Many silent intervals exist when a person is speaking nor-
mally. Hence, even if two or more people are speaking, it
occurs such a interval that only one person is talking. In
the present study, the interval is used to estimate each direc-
tion for multiple sound sources. In order to detect the single
sound source part, a technique using the coherence function
proposed by Mohan is used [2]. Then, our proposed method
[3] is used in order to estimate each direction. The flow of
the actual processing is as follows:
1. Calculate the value of the coherence function of the voice

detected with the two microphones.
2. Based on the processing results, find the interval in which

there is only one sound source and extract that particular
voice.

3. Process the sound localization using the extracted audio
signal.

2.1 Detection of a single sound source

The method of finding the section of one sound source is
described first. The input signals from two microphones
are assumed to bey1(n) and y2(n). These input sig-
nals are partitioned into overlapping N-sample time-blocks.
Y1(m,ωk) and Y2(m,ωk) are assumed to be the discrete
Fourier transforms by the Nth points of{y1(n)}mK+N−1

n=mK and
{y2(n)}mK+N−1

n=mK , respectively, where K is the overlap factor.
The covariance matrix is composed of the frequency spectra,
as follows:

Y(m,ωk) = [Y1(m,ωk) Y2(m,ωk)]T (1)

R(m,ωk) = E[Y(m,ωk)YH(m,ωk)]. (2)

We use the following formula to obtain the covariance matrix
at time-frequency bin(m,ωk).

R̂(m,ωk) =
1
C

m

∑
l=m−C+1

Y(l ,ωk)YH(l ,ωk) (3)

where C is the number of time-blocks averaged to obtain
the short-time estimate. The magnitude-squared coherence
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(MSC) function is calculated from this covariance matrix as
follows:

T(i, j)
coh (m,ωk) =

|[R(m,ωk)]i j |2

[R(m,ωk)]ii [R(m,ωk)] j j
(4)

whereii , j j and i j referes to the elements of the matrix R.
Since this value approaches 1 in the interval for a single
sound source, the interval of a single sound source can be
detected.

2.2 Method for locating a single sound source

Here, the estimation approach to horizontal direction and the
vertical direction that we proposed before [3] is described.
However, the sound source is limited to a white noise in this
technique. This time, the technique for enhancing it to the
voice is described.

2.2.1 Localization of the horizontal plane

The results of a psychology experiment appear to indicate
that humans presume the direction of a sound source in a
horizontal plane using primarily ITD and ILD as the clue.
When the sound source distance is 50 cm or more, ITD be-
comes approximately constant for the direction of the sound
source[4]. Humans use the time difference and the acoustic
pressure difference as the clue of determining the position of
a sound source on a horizontal plane. In the present study,
only the ITD information is used as an indicator to estimate
the horizontal direction. The ITD is calculated from the sam-
pling rate fs and difference∆t of the specimen point at which
the cross-correlation coefficient value of the right-hand and
left-hand sound data reaches the maximum, becoming∆t/ fs.
The direction of the sound source is estimated from this ITD.
The distance differencel of arrival is calculated from the ITD
and the sound velocityc by the equationl = c∆t/ fs. When
the distance between the sound source and the microphones
is great, the direction of the sound source is calculated using
the difference distance of arrival asθ = arccos(l/d). Where
d is the distance between the microphones.

2.2.2 Localization of the vertical plane

Humans use single-ear cues induced by the pinna and other
parts of the head in order to detect the vertical direction of a
sound and determine whether the sound originated from the
front or the rear. The pinna causes a change in the spectrum
pattern depending on the direction of the sound source and
hence can be used as the cue for direction estimation. The
more the sound source contains the frequency element in the
large range, the more the change of the spectrum takes place
in the large range. Therefore, the amount of information on
the direction of the sound source can be increased, and the
accuracy of the estimated direction of the sound source is in-
creased. In contrast, localization becomes difficult because
little information is obtained when the sound source is a pure
tone. According to the results of a psychological experiment
conducted by Hebrank, humans use information on sound in
a comparatively high-frequency area (4 - 15 kHz) as the lo-
calization cue [5]. In addition, in a measurement using an
artificial ear, Shaw et al. showed that two or more dips, de-
pending on the direction of the sound source, existed in its
spectrum [6]. Ono et al. realized a single-ear sound source
localization system with a reflector [7] that can localize the

direction of a sound source of white noise. The reflector
causes spectrum pattern changes depending on the direction
of the sound source and is designed so that the logarithm of
the frequencies of the local minima of the spectrum increase
in proportion to the direction of the sound source.

Humans use a single ear, including the pinna, etc., to
judge the vertical direction and forward-back (i.e., horizon-
tal) direction of a sound. The pinna enables the human to
estimate the direction of the sound source by detecting the
change in the spectrum of the sound, which depends on the
direction of the sound source.

We constructed a robotic system that learns sound local-
ization in the vertical direction using local minimum frequen-
cies [3]. In a related study, Ono et al. [7] estimated the verti-
cal direction using only a small frequency band that included
only one local minimum. In contrast, the proposed system
uses a larger frequency band and acquires the localization
capability by learning based on a self-organization feature
map. More specifically, Ono et al. designed the reflector so
that the logarithm of the local minimum frequency and the
direction of the sound source had a linear relationship and
the frequency band contained one local minimum, whereas
the proposed system uses a wider frequency band that con-
tains two or more local minimum frequencies and acquires
the relationship between the local minimum frequency and
the direction of the sound source by learning .

The proposed system uses a feature vector to handle two
or more minimum values. Feature vectorI is generated from
the position of the minimum point frequency at each sound
source position, as shown in Figure 1. The upper graph in
this figure shows the frequency response, and the lower graph
shows the feature vector. When there areN minimum values,
the frequency at which a minimum value is taken is assumed
to be f1, f2, ... fN, the range of the frequency used is defined
as fmin ∼ fmax. The i-th elementIi(i=1,...,M), for the case in
which the dimension of the feature vector is assumed to be
M, is defined as

Ii =
N

∑
j=1

exp

(
−

(i− p j)2

σ2

)
(5)

p j =
f j − fmin

fmax− fmin
M. (6)

Here, we useσ = 4, fmin = 5,000, fmax= 20,000, andM =
60. The feature map is modeled as a Kohonen self-organizing
feature map with the feature vector as input. The input data
and the relation of the sound source position are learned by
applying the lookup method to the feature map table. This
system can acquire a robust ability to detect changes in the
environment by comparing single source information. In the
present study, the sound source localization in the vertical
direction is estimated using the proposed technique.

2.2.3 Correspondence to any sound source

Since the technique that uses such a reflector for vertical
localization requires white noise to be used as the sound
source, this technique cannot correctly locate a source in the
vertical direction when sound sources other than white noise,
e.g., voices, are used. In order to obtain the transfer function
of the reflector, except when the sound source has a flat mag-
nitude property, that is, white noise, the magnitude property
of the sound source is needed.
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Figure 1: Generation of the feature vector
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Figure 2: Influence of the reflector

In order to solve this problem, we propose a technique
of using microphone information other than that used for lo-
calization. Figure 2 shows the arrangement of the micro-
phones and the reflector. The reflector does not influence the
sound (X2(ω)) that enters a microphone from a distant sound
source, but, because of the shape of the reflector, does influ-
ence the sound (X1(ω)) that enters the microphone from a
nearby sound source. Here, the magnitude properties of the
sound source is denoted byS(ω), the transfer functions from
a sound source to the right-hand and left-hand microphones
are denoted byH1(ω) andH2(ω), respectively, the transfer
function of the reflector is expressed asR(ω), and the magni-
tude properties of the observation signal of the microphones
are denoted byX1(ω) andX2(ω), which are obtained as fol-
lows:

X1(ω) = R(ω)H1(ω)S(ω) (7)
X2(ω) = H2(ω)S(ω). (8)

From this expression, the magnitude property of the reflector
can be obtained as follows:

|R(ω)| = |H2(ω)||X1(ω)|
|H1(ω)||X2(ω)|.

(9)

We assume that the difference in the magnitude property be-
tween the left and right ears can be neglected. That is, when
the relationship for the magnitude properties|H1(ω)| and
|H2(ω)| between the sound source and the microphone is as-
sumed to beH1(ω)| = |H2(ω)|, the magnitude property of

Figure 3: Frequency characteristic of the test sound

(a) Left microphone (X1(ω)) (b) Right microphone (X2(ω))

(c) Amplitude (d) Results (R(ω))

Figure 4: Frequency characteristics

the reflector becomes

|R(ω)| = |X1(ω)|
|X2(ω)|.

(10)

Thus, it becomes possible to calculate the magnitude prop-
erty |R(ω)| of the reflector using only the observation signal
for the right-hand and left-hand microphones.

We conducted an experimented to verify the validity of
the proposed technique (10). We used a sound source hav-
ing three valleys on the frequency axis, as shown in Fig. 3.
Figure 4(a) shows the magnitude property (X1(ω)) for the

microphone on the side near the sound source, and Fig. 4(b)
shows the magnitude property (X2(ω)) for the microphone
on the side far from the sound source. In addition, Fig. 4(c)
shows the magnitude property between the sound source and
the microphone for the case in which white noise is used as
the sound source. In an ideal environment that does not in-
clude attenuation by an echo or propagation, this magnitude
property becomes the magnitude response of the reflector.
Finally, Fig. 4(d) shows the calculated magnitude property
(|R(ω)|). Although the positions of the valleys in Fig. 4(c)
and Fig. 4(d) are close to each other, the shapes are con-
siderably different . The feature map was generated while
changing the height of the test sound source for the purpose
of comparison with the feature map [3] generated by white
noise. Figure 5 shows the results. Figure 5(a) shows the fea-
ture map generated by white noise, and Figure 5(b) shows the
feature map generated by the sound shown in Fig. 3, which is
similar to the white noise. The proposed technique is thought
to enable localization similar to that used for white noise. In
summary, the vertical direction of the voice can be estimated
using the proposed technique.
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(a) White noise (b) Test sound

Figure 5: Feature maps generated by feature vectors

Figure 6: Robot head incorporating two microphones with
reflectors as pinnae

Microphones
Height:1. 1m

1.5m
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Height:1.0m

Angle:80degrees

Speaker2
Height:1.2m

Angle:50degrees

Speaker3
Height:1.4m

Angle:-70degrees

150degrees

Figure 7: Arrangement of microphones and speakers

3. EXPERIMENT ON THE LOCALIZATION OF
TWO OR MORE SOUNDS

3.1 Experimental environment

To demonstrate the effectiveness of the proposed method, we
conducted the experiment in an anechoic room. Two omni-
directional microphones with reflectors were attached to the
robot (Fig. 6). The height from the ground to the microphone
was 1.1 m, and the distance between microphones was 30
cm. Three sound sources were placed at three heights spaced
at intervals of 20 cm, and the proposed system can distin-
guish the three heights. The three speakers were arranged as
shown in Fig. 7.

3.2 Experimental results

Figure 8 shows the three source signals used in the experi-
ment. The shadow in this figure is the one main sound source.
The values of the parameters used when the value of the MSC
function was obtained are N = 1,024 and K = 820. Moreover,

Figure 8: Three source signals used in the experiment

Figure 9: MSC value

the number of time-blocks, C, is 15. Figure 9 shows the value
of the MSC function of the two audio signals obtained from
the microphones. Figure 10 shows the sum of the MSC func-
tions. This figure represents the sum of the function values
of 31 points of the discrete frequency from k = 10 to k = 40.
The function value is large in one part of one sound source.
Figure 11 shows the results for localization in the horizon-
tal direction for the one detected sound source interval. This
figure shows that an approximately correct direction of the
sound source can be estimated. Moreover, the three heights
in the vertical direction are correctly distinguished. The fea-
ture vectors of Equation 5 are show in Figure 12. The feature
maps are shown in Figure 13. The top figure shows the fea-
ture vector and feature map to speaker 1. The center figure
shows the feature vector and feature map to speaker 2. The
bottom figure shows the feature vector and feature map to
speaker 3. The feature vector and the feature map have good
correspondence, although a failure in the detection of a min-
imum value occurred.

3.3 Discussion

When an interval of a single sound source can be detected
accurately from among multiple sound sources by MSC, the
proposed method is similar to the sound localization tech-
nique used for a single sound source. Horizontal accuracy is
one sample or less. When this value is converted into the an-
gle value, it is about two degrees in the vicinity of the front,
ten degrees in the vicinity of both ends.

The proposed sound localization techniques [8][9] for
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Figure 10: MSC

Figure 11: Results of localizing in the horizontal direction
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Figure 12: Feature vector to each sound source direction
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Figure 13: Feature map to each sound source direction

multiple sound sources using two or more microphones were
thus validated. For the technique using the main-lobe fit-
ting method, the average horizontal location error margin for
three sound sources was five degrees or less, which is more
accurate than the proposed method.

4. CONCLUSION

In the present study, we have proposed a technique for es-
timating the direction of the sound source of a voice from
three different positions and have demonstrated the effective-
ness of the proposed technique experimentally. It was pos-
sible to estimate the position of the horizontal direction and
the vertical direction of three sound sources using only two
microphones by the proposed method.

In the proposed method, the feature of the sound source
is denied by assuming the acquisition sound on the side that
reaches the microphone directly to be the sound source. As a
result, the localization of the vertical direction became possi-
ble for an arbitrary sound. However, the proposed technique
does not work correctly for a sound source in the vicinity
of the front for the arrangement of the reflector used in the
present study. The reason for this is that the sound originat-
ing from the vicinity of the front does not pass the reflector
right and left both, or to pass the reflector right and left both.
The solution to this problem will be examined in the future.
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