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ABSTRACT 

One of the particle filtering uses is object tracking since this tech-
nique permits to deal with uncertainty over time met in real time 
image sequences framework. This uncertainty is as much non-
manageable that an object occlusion appears in images. In this 
paper, we propose an occlusion-handling scheme which signifi-
cantly improves the tracking performance in presence of partial 
occlusion. The proposed technique is applied to track a single ob-
ject in real greyscale image sequences. Results confirm tracking 
performance enhancement. 

1. INTRODUCTION 

Object tracking techniques aim at following objects in image se-
quences. They should be able to deal with complex interactions and 
various dynamics in sequences such as occlusions, camera motion, 
varying lighting conditions and viewing directions. Object tracking 
is useful in many image-based applications including video com-
munication/compression [1] and surveillance systems [2].  
Filtering and data association techniques are widely applied in com-
puter vision for various tracking applications, as in the work of 
Rasmussen and Hager [3] who adapt probabilistic data association 
filters and joint probabilistic data association filters for tracking 
complex visual objects. Within the filtering and data association 
approach, the particle filter technique will be particularly concerned 
here: it is a Bayesian methodology which applies a recursive filter, 
based on samples of the object to be tracked [4], [5].  
This paper considers the particle filter technique. While the particle 
filter is usually used with colour sequences, we chose to use the 
grey-level scale because of its lower data size with a view to imple-
menting it in real time on an embedded system. Moreover some 
application domains such as video surveillance in which we are 
interested implement still grey-level cameras. We also chose a con-
text without any a priori information in order to be closer to real 
working conditions. Consequently, we cannot use any learning 
phases: we only have a single model of the object to be tracked 
extracted from the first image. 
Another problem related to object tracking is that of occlusion, 
whether it is partial or complete. Partial occlusion hides some parts 
of the target while complete occlusion hides the entire target for 
some time. Many techniques exist to handle the occlusion problem 
with particle filter probabilistic models, such as in [6], [7],[8] and in 
the work of Nummiaro and al.[9] who present a system to track 
objects in presence of occlusion. The proposed tracking method 
adds the robustness and invariance of colour distributions to particle 
filtering. The probabilistic tracking model proposed in [10] uses a 
particle filter for a better handling of colour clutter in the back-
ground, as well as complete occlusion of the tracked object over a 
few frames. Jepson and al. [11] propose an adaptive recursive ap-

proach by employing a mixture of three appearance probabilistic 
components: a stable component, a two frame transient component, 
and an occlusion component to deal with outliers. In [12] and [13], 
authors have proposed complex particle tracking algorithms in col-
our sequences associated with a tracker uncertainty evaluation. 
In this paper, we propose an occlusion-handling scheme based on 
particle filter framework. Zhou et al [14] have already proposed a 
similar technique; in their paper, the visual tracker relies on an adap-
tive appearance model, a velocity motion model with adaptive noise 
variance, and an adaptive number of particles, with occlusion han-
dling via robust statistics. The occlusion is declared when the num-
ber of outliers in the object of interest compared with the appearance 
model exceeds a threshold: therefore the appearance model must not 
be updated. Our approach differs from their solution in that it does 
not keep solely affine transformations and in the technique of con-
sidering the occlusion, as explained below in greater detail. 
The rest of the article is structured as follows: in the next section, we 
present the principle of particle filtering. Our particle filter version is 
proposed in Section 3. Section 4 demonstrates the results of the 
proposed approach using several real scene sequences. The last 
section terminates this paper by concluding on our work. 

2. PATICLE FILTERING 

Particle filtering (PF) is a sophisticated method derived from the 
Bayesian recursive filtering for model state estimation; it is a prom-
ising technique as it models uncertainty and can, with sufficient 
samples, deal with many tracking problems such as missing data 
and occlusions. It is known under different names including the 
Monte Carlo approach [15], the CONDENSATION algorithm [5] 
and bootstrap filter [16]. One of the main properties of the particle 
filter is that it gives an approximate solution to an exact model, 
rather than the optimal solution to an approximate model as with 
Kalman filters. It handles non linear models with non-Gaussian 
noise; as a result, it has been proven to be a powerful technique for 
tracking non linear systems.  
The basic idea of this technique is to evaluate the position of an 
object by testing its presence on a limited number of points. When 
this principle is used on object tracking, the result is a local similar-
ity test between the target model and the image, done for every pixel 
[5]. The output of this type of tracking is not an absolute value. In 
our case, the response is a bi-dimensional map indicating the prob-
ability of locating the object in the picture, i.e. the probability den-
sity is approximated by a set of weighted particles. 
The first step of the tracking algorithm is the initialization in which 
the target is detected and defined; a random number of particles are 
uniformly distributed inside the target in order to represent it cor-
rectly. Each particle is represented by its state vector Xk, k≡{1…N} 
where N is the number of particles. The initial state vector is given 
as: 
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where x and vx are the position and speed in x direction respectively, 
and y and vy in the y direction. Initially their respective speeds are 
null. 
The second step is the prediction step, where each particle is modi-
fied according to the state model of the region of interest in the 
video frame. This prediction corresponds to a propagation of parti-
cles Xk at time t-1 and is given by: 
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k
tη  is the noise of the transition model. Around each particle con-

sidered as a test point, the target model corresponding to its grey-
level distribution is compared with the local grey-level distribution. 
This comparison is carried out by using the Bhattacharyya coeffi-
cient although it has been studied in [17] to give biased results with 
greyscale images as there are not enough information in the histo-
gram. As the main goal of this application is to track a target and not 
to define exactly the target, the use of this coefficient derives from a 
compromise between accuracy and lightness of the implementation; 
this coefficient is defined as: 
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where 
k
tz  is a similarity criterion, L is the number of values which 

can be taken by each pixel (256 for a standard grey-scale image), pk 
is the model histogram and qk that of a local area around the kth 
particle. This step is called the weighting or update step. 
As expressed in [16], one simple way to obtain better results is to 
use the exponential of the criterion distance: 
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This criterion is often used in colour-based pictures. Applied to 
grey-scale images, it requires more information to be relevant. To 
meet this need, a spatial dimension can be used, for example a bi-
dimensional weighting window which permits to weight the pixels 
by considering theirs distances to the window centre [18]. 
Many factors, such as the number of particles, the appearance 
model, and the particle motion model, affect the tracking result. The 
global result of the tracking is given by the mean state of the parti-
cles, corresponding to the state estimate deriving from the particle 
approximation of the posterior probability, i.e.: 
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The last step is the resampling procedure which eliminates par-
ticles that have small weights, i.e. low probability, and replicates 
the particles with larger weights, i.e. high probability, in the target. 
This procedure consists in fact in a particle redistribution which 
preserves only the most reliable ones. 
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Figure 1 – Effect of an occlusion on particles. 

 
3. THE MODIFIED TECHNIQUE 

The results of the standard technique [5] is acceptable with some 
simple sequences. However, the algorithm fails to track the target in 
complex sequences in which there are some occlusions or higher 
appearance changes of the object to be tracked. In this section, we 
present the modification made to the standard technique in order to 
improve the tracking algorithm in such cases. 
The principle of the occlusion detector we have developed is ob-
tained from the observation of the weighting operation result. In the 
event of occlusion or bad detection, the bi-dimensional similarity 
function is levelled, as shown in Figure 1. This means that the simi-
larity maximum is more difficult to detect and more sensitive to 
noise: it is more complicated to define where the object is located. 
We therefore propose to evaluate the flatness of the result by using a 
dispersion criterion: 
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tX  is the mean state vector of the particles, Sx and Sy are the model 
dimensions on the x-axis and y-axis respectively.  
The second recurrent problem is target deformations due to the rela-
tive displacement of the target and the camera or simply to natural 
target deformations. It is therefore not possible to keep the same 
target size and form throughout the sequence and it is necessary to 
employ a deformable model in order to manage this problem [19]. 
The effect of the resample step is to gather the particles around the 
position where the presence probability is higher. After this step, 
particles are closer to the object, and they are, in most cases, inside 
it. So, a very simple way to evaluate the model size and its topology 
is to use the position of these particles after the resample step: a 
morphological closing operation is applied in order to define the 
object (Figure 2). The resampling depends on the effective sample 
size referring to the number of particles expected to survive from 
this step; it is defined as: 
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The inefficient particles ( eff effN =N- N , ordered by weight) are 
redistributed around the central target position. This distribution 
goes by the normal law. The distribution centre is the initial target 
one and its deviation is fixed to the third of the target size. Theory 
indicates that the use of a Gaussian distribution of ±3 σ gives us a 
target covering of 99%. 
Particular care must be taken in case of trouble during this step by 
testing  the  similarity  between  the pixels included  in the mask and 
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Figure 2 – Masking step description. 

                 
Figure 3 – Improvement of the basic algorithm. 

 
the model previously defined, to avoid a region belonging to the 
background being considered as a part of the target. 
Because of the closing operation during the masking step, the target 
topology is limited: the target must not include holes or transparent 
parts with background grey-level distribution. To preserve satisfac-
tory operating conditions, an update step is performed only if the 
grey-level distribution in the mask is close enough to the target 
model. In this case, the grey-level model distribution becomes the 
distribution of the area included in the mask; otherwise the grey-
level model distribution remains unchanged. 
The final tracking algorithm is given in Figure 3. Compared to the 
standard algorithm [5], we can note that occlusion detection and the 
masking technique have been added for improving the tracking.  

4. RESULTS 

The modified algorithm was tested on numerous greyscale image 
sequences, with a target initialisation realized thanks to a specific 
region growing algorithm. Only three representative sequences are 
presented here. 
The first sequence is the OC2 sequence in which we are interested 
in tracking a woman. This sequence is composed of 97 images of 
720x576 pixels. The appearance of the target does not change a 
much, but it is partially occluded during approximately 10 images. 
The second sequence is the OC1 one of 175 images (720x576 pixel) 
in which the objective is to track a pedestrian who is occulted suc- 

   
Frame 1              Frame 61                        Frame 90 

Figure 4 – Tracking results of the standard algorithm 
on the OC2 sequence. 

 

   
Frame 60                      Frame 62                      Frame 64 

Figure 5 – Tracking results of the improved algorithm 
on the OC2 sequence. 

 
cessively by a cyclist and another pedestrian. 
The third sequence is the Univ sequence which is one of the most 
complex ones amongst the test sequences. Indeed not only the se-
quence is very noisy but the pedestrian who constitutes the target 
undergoes also very large occlusions in addition to the simultaneous 
displacement of the target and the camera. 
One of the main PF configuration parameters is the particle number 
influencing the processing time. This number is also a factor of 
precision on the probability of target presence. 
It is important to satisfy these two points: processing time and preci-
sion. When the particle number rises, processing time increases too 
and the speed of the target averaged on the ten last images reduces 
because of a better target localisation with a greater precision. A 
lack of particles produces an effect of oscillation around the real 
target position and creates a dispersion of the estimated position. 
The particle number must then be chosen with attention. Several 
tests on many image sequences have demonstrated that this number 
can be defined as a target size percentage in the first image: a value 
of 10% gives good results. 
One of the biggest problems in standard PF tracking is to track an 
object through occlusion (Figure 4 in which the box surrounds the 
maximal limits of the object to be tracked): the PF tracker converges 
to a local maximum in the background. In contrast, our PF algo-
rithm tracks successfully the target (Figure 5). 
The ratio of the dispersion coefficient to its mean, for the OC2 se-
quence, is presented in Figure 6. Because the target environment is 
changing, we use the mean of the previous dispersion function val-
ues to set the detection threshold. The first falling edge is caused by 
the incomplete average operation. In this way, occlusion detection 
can be easily determined with a simple threshold. To eliminate any 
ambiguous detection, a trigger must be used. So there is detection-
when the dispersion function rises above the triple of the mean of 
the previous values. Detection ends when it falls above that mean.  
To evaluate the tracking stability, the algorithm is repeated 10 times 
with each sequence, with a different initialization of the target. In 
fact, it is assumed that the target is located within a given window. 
Therefore, the operator has to realize the target selection at the be-
ginning of each trial by defining a window surrounding the object to 
be tracked. The performance of the tracking algorithm is estimated 
by calculating the tracking error and the percent of convergence. 
The tracking error, expressed in number of pixels, represents the 
deviation of the algorithm result from the reference result (Ground 
Truth). The Ground Truth is the ideal representation of a target over 
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Figure 6 – Variation of the dispersion function of OC2. 

 

Figure 7 – Performance curves with our algorithm 
on the OC2 sequence. 

 
time and is defined manually. The percent of convergence corre-
sponds to the percent of trials for which the algorithm gives an accu-
rate result. The performance curves represent the tracking error with 
the time [20], [21]. 
The performance curves for some selected experiments on the OC2 
sequence are shown in Figure 7, the figure indicating the tracking 
error at each frame for each trial. The results are nearly identical for 
all the trials. The percent of convergence with this sequence is 100% 
though the tracking error fluctuates along the sequence, with a peak 
during the occlusion. Despite this error, our algorithm permits to 
track but not to locate precisely the pedestrian, which is its objec-
tive. 
An example of target tracking failure with the standard algorithm on 
the sequence OC1 is given in Figure 8. The corresponding perform-
ance curves show that the algorithm fails when there are high occlu-
sions near the frame 68. In some trials, the algorithm even fails from 
the occlusion with a cyclist near the frame 37. This sequence is 
enough complex with similar pixel grey-levels between the pedes-
trian and the background, and some occlusions difficult to manage. 
For the same sequence, some results of target tracking with our 
algorithm are shown in Figure 9. The performance curves are given 
in Figure 10. From the example and performance curves, it can be 
noted that the algorithm tracks successively the target, in spite of the 
tracking errors, mainly during the large occlusions and because of 
similar grey-levels regions in the background. It is to be noted that 
depending on the particle propagation, the tracking result can 
change, as represented near the frame 72 in Figure 10.  
For the same sequence, some results of target tracking with our 
algorithm are shown in Figure 9. The performance curves are given 
in Figure 10. From the example and performance curves, it can be 
noted that the algorithm tracks successively the target, in spite of the 
tracking errors, mainly during the large occlusions and because of 
similar grey-levels regions in the background. It is to be noted that 
depending on the particle propagation, the tracking result can 
change, as represented near the frame 72 in Figure 10. 
Some results of applying the PF algorithm on the Univ sequence 
shown in Figure 11 illustrate the difficulty of tracking the target in 
this sequence. One time out of two, the percent of convergence is 
zero (Figure 13), depending on the initialization and the particle 

  
 

 

Figure 8 – Example of target tracking failure 
with the standard algorithm on the OC1 sequence. 

 

  
 

  
 

  

Figure 9 – Example of target tracking success 
with our algorithm on the OC1 sequence. 

 
distribution. One tracking failure is shown in Figure 15, and we can 
notice the difficulty of the pedestrian tracking. As in the previous 
sequence, some pedestrian pixels have similar grey-levels to some 
ones of the background, and the two occlusions are hard to manage. 
Finally one tracking success is presented in Figure 12. 

5. CONCLUSION 

We have presented an improved particle filter tracking algorithm 
suitable for object tracking in video sequences. The new approach is 
very robust as it can overcome occlusion of the tracked object, as 
well as tracking noise such as varying lighting conditions and view-
ing directions. On the other hand, if there is a large occlusion and a 
part of the background is similar to the target, the algorithm can fail 
because it is focused on the background and does not return on the 
target at the end of occlusion. 
This algorithm is quite easy to implement and not time-consuming. 
It could be used for many applications in which the target cannot be 
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Figure 10 – Performance curves with our algorithm 

on the OC1 sequence. 
  

  
 

 

Figure 11 – Failure of tracking with our PF algorithm 
on the Univ sequence. 

 

  
 

 

Figure 12 – Success of tracking with our PF algorithm 
on the Univ sequence. 

 

  
Figure 13 – Performance curves with our algorithm 

on the Univ sequence. 

totally extracted: the pan / tilt camera control is a perfect example of 
use. It could also be implemented to track several objects; in this 
case, if the objects are similar, the dispersion function must be 
changed to avoid any merging effect. 
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