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ABSTRACT
This paper presents a simple but robust technique for over-
shoot removal from video sequences. The artefact of over-
shoot is modelled as a filter which distorts the step response
of edges within the affected image. By detecting strong ver-
tical edges in an image and measuring the distorted step re-
sponse, an equalising filter can be designed to restore the step
response closer to the ideal response and hence minimise the
overshoot visible in the picture. The algorithm is presented
along with results for both real archived images and images
with known distortions. This allows performance in terms
of Peak Signal to Noise Ratio to be assessed. The perfor-
mance is shown to be good both quantitatively and qualita-
tively. The limitation of the approach is shown to be the lack
of preservation of finer detail in some cases. Performance
could be enhanced by first assigning areas of fine detail in
the image which should not be processed. Application to
video sequences is also considered where the equaliser up-
date is weighted between the current and previous frame to
reduce flicker artefacts.

1. INTRODUCTION

Signal processing methods to automate the restoration of im-
age sequences has become an area of strong interest in recent
years. The increased market for archived video resources has
lead to a concerted effort to rectify the artefacts frequently
encountered in archives due to, for example, physical degra-
dation or chemical decomposition of the original material.
Typical defects include Dirt and Sparkle, Film Tear, Colour
Fading and Dropout [1]. Automated methods of restoration
are clearly advantageous considering the sheer amount of
data potentially involved.

The work presented in this paper is focussed on one
particular artefact - that of overshoot. Overshoot artefacts
are visible on abrupt transitions (vertical edges) in affected
video. This phenomena can be caused by problems such as
rapid cut-off bandwidth limitation or excessive aperture cor-
rection. For example, in telecine transfer when a sharp dark-
to-light transition occurs, badly-tuned circuitry can produce
an overshoot in step response rather than a smooth step tran-
sition. This results in an apparent bright edge or halo along
the right vertical edge. An example of an image with over-
shoot is shown in Figure 1 on the left, along with the core-
sponding measured step response on the right. The solid blue
line indicates the measured response and the red dashed line
the ideal or desired step response.

The terms of echo and overshoot are frequently men-
tioned together in relation to image artefacts involving im-
age shadows in the frame. However, for the purposes of this
work, it should be clear that these two artefacts are consid-
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(b) Step Response

Figure 1: Image displaying overshoot (a) on left shoulder of
newscaster and measured step response (b). Image courtesy
of INA. Christine Ockrent. A2. 30/12/82

ered as separate problems with different causes despite their
(sometimes) similar manifestation. Much research has been
conducted into problems associated with echo due to delay
transmissions where a test signal may [2] or may not [3] [4]
be available to help design an equaliser. Overshoot, in con-
trast, is not well addressed in published research. Hence this
paper presents initial work on the design of an automated
overshoot removal algorithm.

2. OVERSHOOT REMOVAL

The overall approach taken is to measure the distorted step
response from affected edges in an image and design a filter
to remove the overshoot from the response. The algorithm
has three main elements:
• Edge detection and step measurement
• Equaliser design
• Masking

These will be discussed more fully in the following sections.

2.1 Edge Detection

Edge detection is performed as the first step in order to isolate
strong vertical edges in the affected picture. This is done by
firstly using a Difference of Gaussian (DoG) filter and then
thresholding the gradient at zero crossings [5]. The result-
ing edges are searched for strong continuous vertical, or near
vertical, edges that would typically indicate an object with
overshoot occuring along the right hand edge. This is an im-
portant step as reliable isolation of the edges is critical for
a correct subsequent measurement of the distorted response.
The response from each continuous edge must be tested to as-
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certain whether the edge detected is actually a strong vertical
transition as not all the edges isolated in the edge detection
will yield a true step. The stability of the response is also
tested. All suitable edges are measured to calculate the aver-
age step response. This is then averaged and normalised to
give a classic 0 → 1 step transition in the steady-state. This
yields the actual step response s(n) and the corresponding
target step response s′(n) can be assigned. If an insufficient
number of steps are measured from the image to give an ac-
curate response, the image is left unaltered.

The description of the target step response as ideal is an
area that may warrant more investigation. For the current
work, the ideal response is taken as the 0 → 1 step transi-
tion. It is felt however that some small amount of overshoot
may actually be favourably perceived by the viewer. This
would be better investigated if the response was measured at
a sub-pixel level, allowing for greater accuracy in the repre-
sentation of the step.

2.2 Equalisation

Having obtained a measure of the distorted step response, the
aim is to design an equalising filter to convert this distorted
step into the desired step response. The Steiglitz McBride
Iteration [6] can be used to find the coefficients of an equal-
ising IIR filter which given a particular input can produce a
specified output. In this application, the system input is s(n)
and the desired output is s′(n). The iteration minimises the
square error between the actual and desired output. The re-
sulting filter has impulse response h(n) with equivalent sys-
tem transfer function H(z) as:

H(z) =
b(1)+b(2)z−1 + ...b(M +1)z−M

a(1)+a(2)z−1 + ...a(N +1)z−N (1)

where M and N are the number of zeros and poles respec-
tively in the system response. For this work, an all pole sys-
tem with between 7 and 9 poles have proven sufficient in
most cases.

(a) Original (b) Sample Mask

Figure 2: Original image with corresponding mask for pixel
replacement

The original image I is then filtered to yield I′. Rather
than use this image as output however, as many details in the
overall picture quality will become blurred in the filtering
process, only pixels in the region of the original strong ver-
tical edges are replaced. The original edges from the initial
step in the algorithm are dilated to produce a masking matrix
Mf ilt to isolate pixels that are replaced. A corresponding ma-
trix Morig is derived as the inverse of Mf ilt . Hence the output

image Iout can be constructed as:

Iout = MorigI +Mf ilt I
′ (2)

This is demonstrated in Figure 2(b) which shows the mask
for the image in (a). Only the shaded pixels in (b) will be
replaced in (a). The importance of the masking step is dis-
cussed further in the results section.

2.3 Extension to Sequences

To this point, the work has considered overshoot removal in
terms of the artefact present in an single image. Most of
the affected material for restoration is actually in the form of
video sequences where it is vital to consider the performance
of the algorithm across successive frames. Hence this work
has also explored the processing of image sequences affected
by overshoot. As will be discussed in the results section, ap-
daptation of the equaliser across frames rather than indepen-
dent processing of frames has been found to be important in
terms of perceived quality of the restored sequence.

3. PERFORMANCE EVALUATION

This section examines the performance of the overshoot re-
moval alogrithm as presented. Performance is assessed in
two ways; by introducing a known distortion to an image
and comparing Peak Signal to Noise Ratio (PSNR) before
and after processing by the overshoot removal module, and
by visual inspection of performance for real images.

3.1 Image with Known Distortion

A simple filter with a pair of poles at 0.1370± 0.7932i was
constructed to add overshoot into test images. By then us-
ing the overshoot removal algorithm to restore the image, a
quantitative comparison with the original unaffected image
is possible. Two test images were used. The first is a sim-
ple test pattern with rectangles varying in gray level. This
is shown in Figure 3(a). For this image, overshoot addition
is restricted to vertical lines but the variation in transition
levels demonstrated the performance over a good range of
edges. The second image in Figure 3(e) is a real image with
a variety of non-vertical edges to test the overshoot removal.

Comparison was done by calculating the Peak Signal
to Noise Ratio between the original image and that with
introduced overshoot, and between the original image and
that with overshoot removed. The PSNR is a commonly
used measure of quality of reconstruction in image compres-
sion. It can be expressed in terms of the mean squared error
(MSE), which for two r × c monochrome images I and K,
where one image is a noisy approximation of the other, is
defined as

MSE =
1
rc

r−1

∑
i=0

c−1

∑
j=0

‖I(i, j)−K(i, j)‖2 (3)

The PSNR can then be defined in terms of the MSE as:

PSNR = 20log10

(
255√
MSE

)
(4)

where in this case 255 is the maximum pixel value in the
orignal image I.
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(a) Original (b) Overshoot Added (c) Restored (d) Difference

(e) Original (f) Overshoot Added (g) Restored (h) Difference

(i) Zoom on d (j) Zoom on e (k) Zoom on f (l) Difference

Figure 3: Test patterns with inserted overshoot and restored image after overshoot removal. Frame difference is shown on the
far right in each case.

Original Image PSNR with Overshoot PSNR after Overshoot Removal

Figure 3 (a) 29.69dB 32.06dB

Figure 3 (d) 19.19dB 23.36dB

Table 1: PSNR values for Overshoot removal.

The PSNR values in Table [1] correspond with the im-
ages displayed in Figure 3(a) and (e). In the case of (a), a 2.5
dB improvement in PSNR is achieved after removal of the
overshoot. The overshoot here is restricted to exact vertical
edges by nature of the image content. This demonstrates the
overshoot can reliably be measured and equalised in situa-
tions of this type. The difference image in (d) represents the
frame difference between the image with added overshoot
(b) and the restored image in (c). It shows that the overshoot
at the transition between the darkest levels (bottom left) and
lightest levels (top right) is not detected.

A 4 dB improvement in PSNR is achieved for the second

test image shown in Figure 3(e). Overall the PSNR values
are lower as expected due to the greater relative distortion
introduced. This is apparent in (f). The overall quality of
the restored image in (g) is clearly better. A closer zoom on
detail in this image in Figure 3(i-k) indicates that the recon-
struction of the image in areas of overshoot is good though
some tones are not correctly restored.

It is worth noting that for both these images, a distortion
has been added to the entire image to achieve an addition
of overshoot. Hence in real images, where the overshoot is
only present on edges, the output picture quality will be bet-
ter. The masking process decribed is specifically introduced
to ensure this. The equaliser, by design, will smooth edges
in the picture and this would result in significant blurring of
all edges if applied to the entire image. The mask dilates the
original vertical edges to define where pixels should be re-
placed. This helps to preserve detail in the image. Notwith-
standing the masking process, the removal has still worked
best in areas of strong vertical edges where detail is coarse
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relative to the picture scale. Many images will have finer de-
tail close to affected edges and hence the masking process
cannot protect these regions. This suggests that performance
could be enhanced by a pre-processing step whereby areas of
the image not to be processed could be assigned by the user.

3.2 Real Images

For images with existing overshoot, only a qualitative analy-
sis is possible. The image shown in Figure 1 was processed
using the described algorithm and results are shown in Fig-
ure 4. Note that overall for colour images, it has been found
to be better to only process the luminance or Y component
and then reconstruct the image in the relevant colour space.
Figure 4(b) shows a zoom of detail along the arm of the pre-
senter where strong overshoot is apparent in the original in
(a). In regions where the edge is closer to vertical, the over-
shoot removal performs well. Closer to the top of the shoul-
der, the removal is not as complete. This is because the al-
gorithm performs best in regions of overshoot on continuous
strong vertical lines.

(a) Original (b) Restored

(c) Original (d) Restored

Figure 4: Clip before and after overshoot removal.

Figure 4(c) shows detail from the head region in the same
image. The overshoot removal again performs well though
some blurring of detail in the face is apparent in (d). This
is due in part to the accuracy of the mask Mf ilt derived from
the dilated edges. It is important to minimise any noise in
the edges which will be grown in the dilation process. Fur-
thermore, the edge along the nose in the face is detected as a
vertical edge and the algorithm does not attempt to consider
detail in the region of the edge. This is another case where a
user stage designating such areas as not to be procesed may
be advantageous. Figure 5 shows the results for an image
where overshoot is apparent along the edge of a set of steps.
The removal is better along the vertical edge of the step as

the overshoot is not completely removed where it is present
along the diagonal edge.

(a) Orignal (b) Restored

Figure 5: Additional example

3.3 Image sequences

The performance of the algorithm on image sequences has
also been tested. When frames were processed as indepen-
dant images and played back, there can be strong flicker in
the region of overshoot where pixels have been replaced.
This problem is exacerbated when the object with overshoot
is moving. Ideally, the motion of the object the edge be-
longs too could be tracked to ensure equivalent pixels were
always replaced around the object. However, this would
greatly increase the complexity of the algorithm. Experimen-
tation with a range of sequences concluded that the optimal
flicker reduction was obtained when the distorted step mea-
surement was gradually updated across frames. The update
is based on a weighted combination of the average distorted
step from the current frame s(n) and that from the previous
frame s(n−1), using the classic averaging filter as:

sw(n) = α s(n)+(1−α )s(n−1) (5)

where α values of between .7 and .5 have proven optimal.
The results of this approach are analysed in Figure 6. At

the top of this figure, 4 non-consecutive frames from a 150-
frame sequence are shown. There is only limited motion of
the newscaster in the sequence. The surface plot in (a) shows
the measured step response taken along the isolated edges in
each frame. The plot in (b) shows the same information when
the step response is averaged across the current and previous
frame as defined in Eq. 5. Here a value of α = 0.7 has been
used. It can be seen that the variation in step response has
been reduced and hence the equaliser varies less from frame
to frame. This has been sufficient to reduce the amount of
flicker between frames. Another method of reducing flicker
has been to merge the mask from the current and previous
frame. This can be very effective in sequences such as this
one where motion is limited and the mask is moving slowly.
Testing with more sequences is required to establish the best
overall approach.

4. DISCUSSION

This paper has presented a simple algorithm for overshoot
removal from images. The algorithm has been shown to im-
prove the PSNR in images where a known distortion intro-
ducing overshoot has been added. The performance for real
images with overshoot has also been shown to be reliable
when the images being processed have strong vertical edges
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(a) Independent Processing
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(b) Smoothed Step Response

Figure 6: The 4 frames above are sample frames across the 150 frame sequence. The evolution of step response across the 150
frames is shown in (a) and (b). In (a), the step response in measured independently for each frame. In (b), the step is weighted
as described in Eq. 5 with α = 0.7

without too much fine detail. The processing is fully auto-
mated though some parameter adjustment is necessary for
new sequences, such as the gradient threshold for edge de-
tection and the dilation for masking. Initial work on video
sequences has considered an adaptive scheme across succes-
sive frames to address problems with flicker. Both an averag-
ing of step response and merging of masks from the current
and prevous frame have addressed the problem for sequences
with limited motion. Work is ongoing to increase overall ro-
bustness and improve performance for sequences.
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