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ABSTRACT

Auto-, cross- and phase-correlation are standard techniques
in image and signal processing. Recently published hyper-
complex forms have been applied to vector images using
quaternion Fourier transforms. The various permutations of
ordering and conjugation of the basic definition are com-
pounded by realization of a closed set of hypercomplex op-
erators leading to multiple derivations and the possibility of
unintentionalmirror responses. This paper identifies the ne-
cessity of carefully choosing the form of the correlation func-
tion, presents for the first time the set of equivalent forms for
hypercomplex correlation and demonstrates how these can
be validated using hypercomplex operator algebra.
Indexing: image/signal processing, vector/hypercomplex
correlation, hypercomplex/quaternion operators.

1 INTRODUCTION

The discrete derivation of vector auto- and cross-correlation
functions in the spatial-frequency domain using a hypercom-
plex generalization of the Wiener-Khintchine theorem was
presented in [1]:

r(m,n) =

M−1∑
q=0

N−1∑
p=0

f(q, p)g(q −m, p− n)

= F−T
{
F+T [u]G+T

‖ [u]
}

+ F+T
{
F+T [u]G+T

⊥ [u]
}

(1)

whereu = (u, v). The other symbols are explained later.
In [2], an alternative form of hypercomplex cross-correlation,
based on a continuous definition, was derived:

f ? g(xa) =

∫ ∞
−∞

f(x)g(x+ xa)dx

= F∓T
{
F±1 [u]G±T‖ [u] + F∓1 [u]G±T⊥ [u]

}
(2)

wherex = (x, y) andxa is the shifted vector component
of the correlation. While these two forms yield numerically
equivalent results, the registration of the reference and ob-
ject images indicates a reversal. The two, reportedly equiva-
lent basic correlation definitions [3](pp. 90), effectively pro-
duce a function reversal as shown in Figure 1 not normally
apparent when processing real data. These spectra have
been produced by the cross-correlation of two images of the

Figure 1: Modulus responses for the form in Eqn (1) –left
and Eqn (2) –right.

same scene, spatially shifted from each other by some known
amount. An unshifted image, or auto-correlation, would
yield a peak (white dot) in the center of the image. The
mirrored results, demonstrated in Figure 1, are not due to
the different methods of derivation. However, the different
versions of the hypercomplex form add to complexity of val-
idating the desired result since they incorporate symmetrical
relationships which are inherent in quaternionic functions.

This paper begins with a review in§ 2 of the basic defi-
nitions of quaternion Fourier transforms and operators used
in the derivation of hypercomplex formula in the spatial-
frequency domain. This is followed, in§ 3, by a review of
the basic definition of correlation and relates it to the multidi-
mensional problem space.§ 4 demonstrates a previously un-
published derivation of one of the hypercomplex correlation
forms. Finally§ 5 lists the equivalent forms of both deriva-
tion methods and demonstrates the use of the hypercomplex
operator graph in the algebraic validation of equivalence.

2 HYPERCOMPLEX OPERATORS

Quaternions (also referred to ashypercomplex numbers) are
an extension of complex numbers to four dimensions, orig-
inally proposed by Hamilton in 1843. They can be consid-
ered as a complex number with a vector imaginary part con-
sisting of three mutually orthogonal components. Given a
quaternionq = w+ x i+ y j + z k its quaternion conjugate is
q̄ = w−x i−y j− z k. A purequaternion has a zero real part
(w = 0) and aunit quaternion has a unit modulus. It is of-
ten useful to consider a quaternion as composed of a Scalar
and a Vector part, represented byq = S(q) + V (q), where
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V (q) = x i+ y j + z k.
An RGB color image may be represented using quater-

nions by encoding the red, green and blue channels of the
image as a pure quaternion such that the image function is
given by,f(x, y) = r(x, y) i+ g(x, y) j + b(x, y)k.

In order to simplify both the notation and explain rota-
tions in color-space it is easier to consider the polar form of
a quaternion. Euler’s formula for the complex exponential
generalizes to the hypercomplex form:eµΦ = cos Φ +µ sin Φ

whereµ is a pure unit quaternion. Any quaternion may be
represented in polar form by,q = |q| eµΦ whereµ and Φ
are referred to as theeigenaxisand theeigenanglerespec-
tively, We generally refer to the former simply as theaxis
and the latter as thephase. The eigenaxis, or axis, is com-
puted asµ = V (q)/ |V (q)| with the only exception being
whenV (q) = 0, in which caseµ is undefined. The eigenan-
gle, or phase, is computed asΦ = tan−1 |V (q)| /S(q) and is
always positive in the range0 ≤ Φ ≤ π.

The hypercomplex Fourier transform pairs are given by:

F±1 [f(x)] =
1

2π

∞∫
−∞

e∓µu
Txf(x)dx = F±1 [u]⇔

F∓1 [F±1 [u]
]

=
1

2π

∞∫
−∞

e±µu
TxF±1 [u] du = f(x) (3)

F±T [f(x)] =
1

2π

∞∫
−∞

f(x)e∓µu
Txdx = F±T [u]⇔

F∓T
[
F±T [u]

]
=

1

2π

∞∫
−∞

F±T [u] e±µu
Txdu = f(x) (4)

wherex = (x, y), u = (u, v) andµ is an arbitrary unit vector
which defines the axis of the transformation. The latter pair
are calledtransposetransforms. The transforms of spatially
shifted functions are given by the following, using the substi-
tutionx′ = x+xa, x = x′−xa and two directional variables
α = ±1 and β = ±1:

Fα [f(x+ βxa)] =
1

2π

∞∫
−∞

e−αµu
Txf(x+ βxa)dx⇒

1

2π

∞∫
−∞

e−αµu
T (x′−βxa)f(x′)dx′ = eαβµu

TxaFα [f(x)] (5)

A similar argument applies to the transpose transform pair
yielding an exponential term on the right hand side. Note that
there is an inverse relationship here between the sign of the
transform kernel and a negative correlation shift component
which does not apply to a positive shift.

Each of the transform pairs can be decomposed into paral-
lel and perpendicular components. Given apurequaternion
u, and a second pureunit quaternionv, u may be decom-
posed into components parallel and perpendicular tov using:
u⊥ = (u+vuv)/2 wherev ⊥ u⊥ andu‖ = (u−vuv)/2 with
v ‖ u‖ [1]. This follows from Coxeter [4] where:u = vuv,
∀u ⊥ v andu = −vuv, ∀u ‖ v. Geometrically,vuv rep-
resents a reflection ofu in the plane normal tov. Writing

u = u⊥ + u‖ we have:

vuv = v(u⊥ + u‖)v = vu⊥v + vu‖v = u⊥ − u‖

Therefore:u + vuv = (u⊥ + u‖) + (u⊥ − u‖) = 2u⊥ from
whichv ⊥ u⊥ follows and similarly foru−vuv from which
v ‖ u‖ follows. It can be shown that, if afull quaternion
is decomposed about a vectorv, that, q‖ = S(q) + V‖(q)
and q⊥ = V⊥(q) . Note that the scalar component ofq is
part of the parallel component. This is somewhat counter-
intuitive. Parallel quaternions (strictly co-planar quaternions,
or quaternions with parallel vector parts) commute. Ifq is a
full quaternion andp is a vector whereq ⊥ p, we can reorder
them such thatqp = pq. The proof for this is given by:

qp = [S(q) + V (q)]p = S(q)p+ V (q)p but

pq = p[S(q)− V (q)] = S(q)p− pV (q)

Two perpendicular vectors (herep andV (q)) reverse their
sign on reordering since the product of any two vectorsv

andu is given byvu = −v · u+ v × u, and whenv ⊥ u the
dot product is zero.

Decomposing the transform pairs about the axisµ:

kµdF±1 [u]c = F±1
‖ [u] + F±1

⊥ [u]

kµdF±T [u]c = F±T‖ [u] + F±T⊥ [u] (6)

wherekµd c denotes the decomposition function about the
axisµ. The result is referred to as thesymplecticform.

The relationship between the symplectic components and
the four transform pairs is fundamental to the idea of hy-
percomplex operator identities. By decomposing the ob-
ject functionf(x) into symplectic form it can be shown that
while the parallel components can be exchanged directly be-
tween transform kernels, the perpendicular components can
only be exchanged for the transposed kernel in the reverse
direction. This leads to the identities:

F±1
‖ [u] = F±T‖ [u] F±1

⊥ [u] = F∓T⊥ [u] (7)

The product of a transform pair yields an identity operator
I and an operator relationship between the transform, conju-
gate and image reversal such that:

F+1 [f(x)] = F+T
[
f(−x)

]
F+T [f(x)] = F+1

[
f(−x)

]
(8)

This relationship can be rewritten in operator notation as:

KF+1 = F+TKR and KF+T = F+1KR (9)

whereK is the conjugate operator andR is image reversal.
Given thatq1 q2 = q2 q1 a further set of operator identities
can be derived from Eqn (9):

F+T = KF−1K F+1 = KF−TK

I = KF+TKF+1 I = KF+1KF+T (10)

From Eqns (9) and (10) it can be shown that:F±TF±T = R
andF±1F±1 = R.

The complete relationship of all of these operators can be
demonstrated by an operator graph, as shown in Figure 2.
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Figure 2: Hypercomplex operator graph.

The directed lines indicate the forward direction of the partic-
ular transform. Traversing the line in the opposite direction
would yield the reverse transform. The conjugate reversal
operators are not directed sinceKK = I andRR = I and
any closed-loop path around the graph results inI.

3 A REVIEW OF CORRELATION

Unlike the convolution of two functions, the correlation of
two functions does not commute. Consider:

f(t) ? g(t) =

∫ ∞
−∞

f(τ)g(τ − t)dτ =

∫ ∞
−∞

f(τ + t)g(τ)dτ

(11)

where substitutingτ−t = τ ′ andτ = τ ′+t yields the second
form. In [5] the convolution of two functions is illustrated as
the integral of the product of the two functions with the sec-
ond reversed. This is distinctly different from the correlation
of two functions which does not involve a reversal.

For the correlation of real functions, Eqn (11) is en-
tirely sufficient. However, for complex functions a con-
jugate operation is required to ensure the relation of the
auto-correlation function (f(t) ? f(t)) to the power spec-
trum (S(ω) = 1/2T |x(ω)|2) as required by the Wiener-
Khintchine theorem, see [6]§ 2. 2. This effectively ensures
that the power spectrum of a complex auto-correlation is real-
valued.

The extension to the standard forms of cross-correlation
function in Eqn (11) is given in [5, 6]:

f(t) ? g(t) =

∫ ∞
−∞

f(τ)g(τ − t)dτ =

∫ ∞
−∞

f(τ)g(τ + t)dτ

(12)

where the assumption made for the latter is that sincex(f) =
x(−f) andx(−f) = x(f) the reversal cancels the conjugate.
However, the latter is not always valid since the assumption
is not guaranteed. For complex numbersZ1Z2 6= Z1Z2.
When images are represented by complex, or hypercom-
plex, numbers they are often purely imaginary. In such cases
Z1Z2 = Z1Z2 and the assumption is invalid. In general the
literature does not give significance to this since the direc-
tion of shift and/or the sign of the spectra is immaterial for
most correlation problems. However, in the case of image
registration and global color correction using vector phase-
correlation [2] direction is fundamental.

The equivalent form of Eqn (12) should therefore be:

f(t) ? g(t) =

∫ ∞
−∞

f(τ + t)g(τ)dτ (13)

The choice of which function to conjugate is only arbitrary
when computingpurehypercomplex numbers.

4 DERIVATION OF ALTERNATE FORMS

From the former correlation definition given in Eqn (12) the
hypercomplex form can be derived as follows:

F±T [f ? g(xa)] =

1

2π

∞∫
−∞


∞∫
−∞

f(x)g(x− xa)dx

 e∓µu
Txdx (14)

Substituting forx′ = x − xa andx = x′ + xa and rear-
ranging yields:

=

∞∫
−∞

f(x)

 1

2π

∞∫
−∞

g(x′)e±µu
Tx′dx′

 e∓µu
Txadxa

where the negated power on the second exponential term in-
verts the sign within the brackets.

Incorporate the exponential term into the conjugate opera-
tion by reordering and negating.

=

∞∫
−∞

f(x)

 1

2π

∞∫
−∞

e∓µuTx′g(x′)dx′

 e∓µu
Txadxa

Substitute the bracketed term for a left-hand transform:

=

∞∫
−∞

f(x) G±1 [u] e∓µu
Txadxa (15)

Decompose the transformed term:

=

∞∫
−∞

f(x)
{
G±1
‖ [u] +G±1

⊥ [u]
}
e∓µu

Txadxa (16)

Since the exponential term and the transform on left are
parallel they commute and can be reordered directly. The
exponential term and the transform on the right are perpen-
dicular and therefore reordering conjugates the exponential
term. Therefore multiplying out the bracket and applying
both rules yields:

=

∞∫
−∞

f(x)e∓µu
TxadxaG

±1
‖ [u]

+

∞∫
−∞

f(x)e±µu
TxadxaG

±1
⊥ [u] (17)

Substituting for a forward transpose transform on the left
and a inverse transpose transform on the right:

=
{
F+T [u]G±1

‖ [u] + F−T [u]G±1
⊥ [u]

}
(18)
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The difference between this form and the alternative, dis-
crete derivation, form in [1] is the use of a single reverse
transform kernel. The form presented here requires the use of
mixed standard and transpose transforms whereas the alter-
native form requires only one type of transform pair. In either
of the derived cases a total of four hypercomplex transforms
are required to implement the correlation function.

5 COMPARING FORMS

Using the discrete method of derivation in [1] and that given
in § 4 a set of equivalent forms for Eqns (12) and (13) can be
derived. There are:

F+T
{
f(x0)g(x0 − x)

}
=

F−T
{
F+T [u]G+T

‖ [u]
}

+ F+T
{
F+T [u]G+T

⊥ [u]
}

(19)

≡ F∓T
{
F+T [u]G±1

‖ [u] + F−T [u]G±1
⊥ [u]

}
(20)

F+T
{
f(x0 + x)g(x0)

}
=

F−T
{
F+T [u]G+T

‖ [u]
}

+ F+T
{
F+T [u]G+T

⊥ [u]
}

(21)

≡ F∓1
{
F±1
‖ [u]G±T [u] + F±1

⊥ [u]G∓T [u]
}

(22)

Note that the discrete derivations yields an identical form.
These have all been proven experimentally, yielding identical
spectra for the same image set.

Using the hypercomplex identities and the operator graph
given in Figure 2, the algebraic validation of these equivalent
forms can be conducted as follows: From Eqn (19) decom-
pose imageF and multiply out the terms.

= F−T
{
F+T
‖ [u]G+T

‖ [u] + F+T
⊥ [u]G+T

‖ [u]
}

+F+T
{
F+T
‖ [u]G+T

⊥ [u] + F+T
⊥ [u]G+T

⊥ [u]
}

(23)

Repeat for Eqn (20) ignoring the scale factor which is in-
corporated in the other form.

= F∓T
{
F+T
‖ [u]G±1

‖ [u] + F+T
⊥ [u]G±1

‖ [u]
}

+F∓T
{
F−T‖ [u]G±1

⊥ [u] + F−T⊥ [u]G±1
⊥ [u]

}
(24)

From Eqns (23) and (24) it is clear that the first bracketed
term is already equivalent. Considering only the second:

F+T
{
F+T
‖ [u]G+T

⊥ [u] + F+T
⊥ [u]G+T

⊥ [u]
}

⇒ F−T
{
F−T‖ [u]G+1

⊥ [u] + F−T⊥ [u]G+1
⊥ [u]

}
Applying the operator identity,F−T = KF+1K, the latter
becomes:

= F+1
{
F−T‖ [u]G+1

⊥ [u] + F−T⊥ [u]G+1
⊥ [u]

}
But,KF+1 = F+TKR, therefore:

= F+T
{
F−T‖ [−u]G+1

⊥ [−u] + F−T⊥ [−u]G+1
⊥ [−u]

}
= F+T

{
F−T‖ [−u]G+1

⊥ [−u] + F−T⊥ [−u]G+1
⊥ [−u]

}

Image reversal is equivalent to any double transformation
in the same direction, hence:

= F+T
{
F+TF+T

{
F−T‖ [u]

}
F+1F+1

{
G+1
⊥ [u]

}
+ F+TF+T

{
F−T⊥ [u]

}
F+1F+1

{
G+1
⊥ [u]

}}
Since the inner transforms of the first term of each product

equates to an identity operator and from the operator graph
in Figure 2,F+TK = F+1F+1KF+1, therefore:

= F+T
{
F+T
‖ [u]G+T

⊥ [u] + F+T
⊥ [u]G+T

⊥ [u]
}

which confirms the the two forms of this correlation equation
are indeed equivalent. A similar process can be applied to
Eqns (21) and (22).

6 CONCLUSIONS

A careful choice of the direction of the shift component
and/or conjugate operation in the definition of the correla-
tion function prior to the derivation of hypercomplex forms
is essential, especially if the desired application is sensitive
to the sign of the shift as in those using phase information.
Although the alternative forms of hypercomplex correlation,
derived from the closed operator set, compound the difficulty
in deriving and validating the desired form, the use of the op-
erator graph and hypercomplex identities presented simpli-
fies the procedure and adds confidence. The operator alge-
bra presented confirms the existence of the closed set and is
equally applicable to the derivation and validation of hyper-
complex convolution and/or other hypercomplex processing
functions.
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