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ABSTRACT

A second�order blind deconvolution algorithm is utilized
to improve on interception and classi�cation procedures�
It consists of applying the subspace decompostion algo�
rithm described in ���� to several portions of the obser�
vation received on a single sensor� and then of estimating
the source signal cleaned from its interferences caused by
the multipath propagation� Asymptotic performances
are lastly analyzed in terms of mean and variance of the
estimated �lters�

� Introduction

It is assumed that a useful unknown spread�spectrum
signal s	t
 is received on a single sensor� corrupted by
multipaths and noise� The observation can be modeled
as�

r	t
 �
KX
p��

�ps	t � �p
  v	t
� 	�


v	t
 denotes the noise� Equation 	�
 is the result of mul�
tiple re�ections of the transmitted signal in the propa�
gation channel� The goal is to retrieve the useful signal
s	t
 from observation r	t
� on one hand� and to estimate
time delays �p and attenuations �p on the other� This
problem is typical in sonar� radar and communication
systems�
The case of multipath propagation has been consid�

ered by several authors� but with di�erents hypotheses�
In ���� the statistcs of the signal are known� In ��� and
���� the source signal is unknown� but the second sen�
sor receives only the signal plus the noise� In ����� the
author considers two sensors� and uses the location of
the correlation function�s peaks in order to initialize an
adaptative Kalman�type algorithm� We can �nally men�
tion ���� ��� based on the maximumlikelihood� The latter
works suppose the source statistics are known� In the
present paper� the signal and its statistics are unknown�
but its support splits into at least two disjoint portions�
The paper is organized as follows� Section � shows

how to move from the single sensor case to a multichan�
nel observation� The identi�cation method is described
in section �� and two solutions are considered to obtain

the source signal in section �� In section �� the statis�
tical performances are derived� followed by simulations
	section �
�

� Problem formulation

The �rst idea would be to apply the technique proposed
in ���� directly to the array of processors� Unfortunately�
in interception problems� the sensors are too few and
too close for this method to be applicable 	it would be
ill conditioned
� The idea is thus to take single sensor
	or beam
 and try to follow the same kind of approach�
In sonar interception for instance� the orders of mag�

nitude of various parameters 	delays� wavelengths� celer�
ity
 are such that the paths gather in clusters� each clus�
ter corresponds to a given number of re�ections on the
bottom� In practice� the two �rst clusters are su�cient
for the problem to be solved in presence of one source�
The �rst cluster contains paths re�ected � or � time on
the bottom� and �� �� or � times on the surface� the sec�
ond cluster contains paths re�ected twice on the bottom�
and �� �� or � times on the surface�
By isolating the two above mentioned clusters� that

are clearly separated� the following 	arti�cial
 observa�
tions can be built ����

r�	t
 �
N�X
p��

�ps	t� �p
  v�	t
� 	�


r�	t
 �
N�X

p�N���

�ps	t � �p
  v�	t
� 	�


Note that delays are of course di�erent� and must be
numbererd accordingly� Denote h�	t
 and h�	t
 the re�
spective �lters applied to s	t
� giving r�	t
 � h� � s	t

and r�	t
 � h� � s	t
�

� Identi�cation method

��� Principle

Because the useful signal s	t
 has a spread spectrum�
we do not want to process ri	t
 in narrow bands� De�
note Hi	z
 the z�transform of hi	t
� Since hi repre�
sent very di�erent paths� polynomials Hi	z
 are prime



to each other� and the procedure described in ���� ap�
plies� In other words� s	z
 can be viewed as the GCD of
r�	z
 and r�	z
� However� it cannot be computed this
way because polynomials ri	z
 have a very high degree�
It is more convenient to use the covariance matrix of
vector �r�	t
 r�	t
��
In a second stage� time delays can be estimated from

hi	t
 by �nding the location of its maxima� For this
purpose� because delays are not integer multiples of the
sampling period� the search must be combined with an
interpolation procedure�

��� Method used

There are a lot of blind identi�cation methods� but the
one described in ���� includes the case of a wide�band
source� and does not resorts to high�order statistics� It
is assumed that the largest length of the two �lters� M �
is known� With the assumed notation� we have

ri	t
 �
MX
m��

hi	t �m
s	m
  vi	t
� 	�


Considering N samples of ri� we build vectors�

Ri	n
 � �ri	n
� ���� ri	n� N  �
�T �

so that equation 	�
 becomes�

Ri	n
 � Hi	N 
S	n
  Vi	n
�

where�

Hi�N� �

�
B�

hi��� � � � hi�M� � � � � � � � �
� hi��� � � � hi�M� � � � � �

�
�
�

�
�
�

� � � � � � � � hi��� � � � hi�M�

�
CA �

and S	n
 � �s	n
� ���� s	n� N �M  �
�T �

If we take into account two values i � �� �� then�

�
R�	n

R�	n


�
�

�
H�	N 

H�	N 


�
S	n
 

�
V�	n

V�	n


�
�

or in compact notation�

R	n
 � H	N 
S	n
  V 	n
� 	�


Write Rf the covariance matrix of a signal f � Then�

Rr � H	N 
RsH	N 
T Rv�

The method used requires the fact that the matrixH	N 

is full rank� yielding the building of two �lters H�	z
 and
H�	z
 with no common zeros �����
The method is based on the subspace decomposition�

The M  N eigenvectors corresponding to the largest
eigenvalues of Rr span the signal subspace and the re�
maining M � N the noise subspace� Since the signal

subspace is also spanned by the columns of H	N 
� one
obtains�

GT
i H	N 
 � � for � � i � N �M� 	�


with Gi � �g��i	�
� � � � � g��i	N � �
� g��i	�
� � � � � g��i	N �
�
�T � This relation de�nes the matrix H	N 
 up to a
multiplicative constant �����
In order to estimate H � �h�	�
� � � � � h�	M 
� h�	�
�

� � � � h�	M 
�T � system 	�
 is solved in the mean�squares
sense� Yet� the search for H corresponds to the minimi�
sation of the following quadratic system�

q	H
 �
N�MX
i��

jGT
i H	N 
j��

which is the equivalent to the minimisation of�

q	H
 �
N�MX
i��

jHTGi	N 
j��

where Gi is a matrix �	M  �
� 	M N 
 de�ned by�

Gi �

�
BBBBBBBBBBBB�

G��i � � � � �
� G��i � � � �
���

���
� � � � � G��i

G��i � � � � �
� G��i � � � �
���

���
� � � � � G��i

�
CCCCCCCCCCCCA

�

with Gi � �G��i� G��i�T � Writing Q �
PN�M��

i�� GiG
T
i �

we have thus to minimze the following expression�

q	H
 � HTQH� 	�


In order to avoid the null solution� a constraint such as
jjHjj � � or HT c � � must be imposed� In the former
case� the solution H is then the eigenvector correspond�
ing to the smallest eigenvalue of Q�

� Source signal estimation

��� Classical solution

The source signal reconstruction can be performed by
using only one estimated �lter 	h� for example
� and
inverse it to obtain s	t
�

s	n
 �
r�	n


h�	�

�

PM

p�� h�	p
s	n � p


h�	�

� 	�


This solution is not robust� because nothing ensures that
h� admits a stable inverse� If there are zeros outside
the unit circle� one could replace their modules by their
inverse� The system becomes minimum phase� and the
spectrum remains unchanged� However� this procedure
does not give entire satisfaction�



��� Robust solution

It is better to utilize the two estimated �lters h� and h��
and �nd two polynomial u�	z
 and u�	z
 satisfying the
Bezout identity ����

H�	z
u�	z
 H�	z
u�	z
 � �� 	�


These two polynomials are then used to build the source
signal according to the Gauss relation�

r��z�u��z� � r��z�u��z� � s�z�� ����

The Bezout identity 	�
 tells how to compute polynomi�
als u� and u� but the degree of the choosen polynomials
may be too high� So it is relevant to construct a mean�
squares solution� Denote HT�i the following matrix�

HT�i �

�
BBB�

hi	�
 � ��� �
hi	�
 hi	�
 ��� �
���

���
hi	�
 ��� hi	M � �
 hi	M 


�
CCCA �

equation 	�
 then becomes�

	HT���HT��


�
BBBBBB�

u�	�

��

u�	M 

u�	�

���

u�	M 


�
CCCCCCA

�

�
BB�

�
�
���
�

�
CCA � 	��


If we change the vector ��� �� ������T into the vec�
tor ��� ��T where � is close to zero� and note
aT � �h�	�
� �� � � � � �� h�	�
� �� ���� �� and uT �
�u�	�
� ��� u�	M 
� u�	M 
� ���� u�	M 
�� we obtain the fol�
lowing system� with same left�hand side as 	��
�

�
aT

A

�
u �

�
�
�

�
� 	��


The minimisation of the norm of Au subject to aTu � �
yields�

u �
A��aT

aTA��a
�

The quantity 	aTA��a
�� can also be used as a test
variable to detect the optimal degree of ui	z
�

� Statistical performances

In this section� the statistical performances of the esti�
mated �lter �H are investigaed when the covariance Rr

is estimated from a limited 	but asymptotically large

number of independent snapshots� P �

��� Moments of �Gi

In ���� �rst and second moments of eigenvectors �Gi of
the estimated covariance matrix are given� These results

can be used to compute the �rst and second moments
of the estimated eigenvectors matrix� �Gi�

E� 	Gi
 � Gi

�
��

�

�P

�NX
j ��i
j��

�i�j

��i � �j��

�
� ����

E� 	Gi 	G
T
i 
 �

�

P

�NX
j ��i
j��

�i�j

��i � �j��
GjG

T
j �

�
��

�

P

�NX
j ��i
j��

�i�j

��i � �j��

�
GiG

T
i � ����

where Gi is the eigenvector ofRr associated with eigen�
value �i�

��� Moments of �H

The minimisation of HTQH can be carried out under
two di�erent constraints� HT c � � or jjHjj� � ��

����� Constraint HT c � �

The solution of the minimisation is de�ned up to a mul�
tiplicative constant� �� that will be ignored in the per�
formance evaluation�

H � �Q��c� 	��


Now let us compute the moments of �H� Using equation
	��
� one can write�

E� �H� � �E� �Q���c�

To obtain E� �Q���� we expand up to �rst order the in�
verse of �Q � Q	I �
� where � is a perturbation that
deduces from 	��
�

E� �H� �

�
I �

�

P

LX
i��

�NX
j ��i
j��

�i�j
	�i � �j
�

�	Q��GjG
T
j �Q��GiG

T
i 


�
H� 	��


In order to obtain the second moment of �H� we write�
�Q�� � Q��	I ��
 o	�
� and get�

E� �H �HT � � Q��ccTQ���Q��fE���ccTccTE���gQ���
	��


where the terms in �� are neglected� Using equation
	��
 the term E��� could be calculated explicitly� we
do not report here these easy calculations� As a conclu�
sion� the second moment 	and the variance
 of �H can
be computed�



����� Constraint HTH � �

Under this constraint� the solution �H is the eigenvec�
tor of �Q associated with the smallest eigenvalue� So the
procedure is in principle similar to the one used in sec�
tion ���� But the di�culty is that now� the numberK of
degrees of freedom is unknown� So we need to estimate
K in a �rst step�
Since �Gi are asymptotically Gaussian� matrix �Q is as�

ymptotically Wishart� of size q � q with q � �	M  �
�
and with K degrees of freedom� In fact� matrix �Q can
be decomposed in the sum of K independent vectors�
each of covariance �� �Q �

PK

i�� xix
T
i � where � and K

are unknown� Nevertheless� it is possible to estimate
them using the standard expressions of the moments of
Wishart matrices ��� ����

E� �Q���� � KIq � 	��


E� �Q���� �
�

K � q � �
Iq � 	��


Multiplying the results of equations 	��
 and 	��
 yields
the relation� K � 	K � q � �
E� �Q�E� �Q����
Thus� we are able to access K as soon as we have

an estimate of E� �Q� and E� �Q���� The same kind of
result as before can be used� but a �rst order expansion
of E� �Q��� is now not su�cient� and it is necessary to
go up to second order� Again� the explicit expressions
are not reported here for reasons of space� besides� their
calculation does not present any di�culty�
Once K is known� the mean and variance of �H can

be computed as in section ���� If we denote Hi the
eigenvectors of Q with H � H� and �i the eigenvalues�
we obtain�

E� �H� � H	��
�

�K

��M���X
j��

���j
	�� � �j
�


�

E� �H �HT � �
�

K

��M���X
j��

���j
	�� � �j
�

HjH
T
j 

�

�
��

�

K

��M���X
j��

���j
	�� � �j
�

�
HjH

T
j �

� Simulations

The source signal is a windowed linear FM code de�ned
as follows�

s	t
 �

�
p	t
sin	�		at�  bt

 � 
 t 
 L� ��
� otherwise�

	��


with�

p	t
 �

	

�

���	�� cos		 t
Nw



 � 
 t 
 Nw�

��� Nw 
 t 
 L� Nw�
���	�� cos		 t�L

Nw


 L� Nw 
 t 
 L� ��

L � ���� Nw � L��� � ��� a � 	f� � f�
��L� b �
f�� f� � ��� and f� � ����� and realistic delay values�

r�t� � s�t� � �s�t� ����� � ��s�t� ����� � ��s�t� ��

� �s�t� ������ � ��s�t� ������ ��s�t� �����
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Figure �� Received and estimated signals�

	 Conclusion

The �rst contribution of this paper was to show how
the technique proposed in ���� could be used in inter�
ception problems where a single sensor measurement
can be utilized 	the multiple sensor approach is ill�
conditioned
� The second contribution is a performance
analysis� based of the asymptotic normality of eigenvec�
tors �Gi� yielding an asymptotically Wishart matrix �Q�
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