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ABSTRACT

When transmultiplexers with overlapping frequency
bands are used for the transmission of data over non�ideal
channels� intersymbol interference and crosstalk between
di
erent data channels will arise� This paper addresses
the design of optimal linear networks that reduce the
e
ects mentioned above� A receiver structure based on a
combination of crosstalk reduction� memory truncation
and Viterbi detection will be proposed� The �lter design
method presented here is based on the maximization of
a signal�to�noise ratio �SNR at the detector input� The
SNR will be de�ned for channel memories being trun�
cated to arbitrary lengths� Thus� low�complexity Viterbi
detectors working independently for all data channels
can be used� The design of minimum mean squares error
�MMSE equalizer networks is included in the frame�
work�

� INTRODUCTION

Transmultiplexers are systems that convert time�division
multiplexed signals into frequency�division multiplexed
signals and vice versa� Essentially� these systems are �lter
banks of the type shown in Figure �� The transmission
from input i to output k is described by the impulse
responses

ti�k�m � qi�k�mN� ��

where

qi�k�n � gi�n�c�n�hk�n� i� k � �� �� � � � �M��� ��

Herein� the asterisk denotes convolution�

In the noise�free case� perfect reconstruction �PR
of the input data with a delay of m� samples can be
obtained when the following condition holds�

ti�k�m � �i�k �m�m�
� i� k � �� �� � � � �M � �� ��

where �i�k denotes the Kronecker symbol� For an ideal
channel with impulse response c�m � �m��� �� is the
time domain version of the following condition on the
polyphase matricesHp�z andGp�z of the analysis and

synthesis �lter bank ����

Hp�z Gp�z � z�m� I � ��

When PR holds for an ideal channel and when we
have a non�ideal channel in practice� at least intersymbol
interference will arise� In addition� when a critically sam�
pled system �N � M is used� the frequency bands have
to be overlapping and we will have crosstalk between
di
erent data channels� In other words� the input data
cannot be recovered perfectly� Solutions to this problem
based on various types of equalization have been pro�
posed ���� However� it is well known that receivers based
on maximum likelihood detection via the Viterbi algo�
rithm are superior to those based on linear equalizers
���� The only drawback is that Viterbi detectors can be�
come very complex� In the transmultiplexer case� all data
sequences dk�m and all impulse responses

ti�k�m� i� k � �� �� � � � �M � ��

have to be considered simultaneously�

In this paper� a receiver structure is proposed where
linear �lters are used for crosstalk cancellation and for
the equalization of uncritical parts of the transmission
channel while the critical part of the channel �i�e�� the
part with zeros close to the unit circle is considered in
the Viterbi detector� Two �lter design methods which
can be viewed as extensions of the memory�truncation
algorithms in ��� and ���� respectively� will be presented�
As will be shown in the next section� the extension of
the method in ��� to the transmultiplexer case leads to a
linear set of equations� The extension of the method in
��� leads to an eigenvalue problem�

� NETWORK DESIGN

��� Optimality Criterion

For the following derivation let us assume that
crosstalk only appears between adjacent channels �this
assumption holds for most systems for practical use�
The equalizer network for the kth data channel� which



also takes the signals in channels k � � and k � � into
account� is shown in Figure �� The systems hk���k�m
and hk���k�m are used for crosstalk cancellation while
the system hk�k�m can be regarded as some kind of
equalizer� The system with impulse response pk�m in
Figure � is the residual system being considered in the
Viterbi detector� It can be regarded as the critical �hardly
equalizable part of tk�k�m�

Note that the network can be easily extended to the
case where crosstalk appears between all channels� In
this case� the original analysis �lter bank can be omitted
since the �lter network becomes a complete analysis �lter
bank�

All systems� hk���k�m� hk�k�m� hk���k�m� and
pk�m have to be designed simultaneously� The optimal�
ity criterion is

E
�
jek�mj�

� �
� min� ��

where E f g denotes the expectation operation�

The lengths Lpk of the residual impulse responses
pk�m� k � �� �� � � � �M � �� and the lengths of the pre�
�lters hj�k�m are arbitrary� Note that for the choice
Lpk � � the memory truncation approach proposed here
reduces to an MMSE approach that takes adjacent chan�
nels into account�

The error signal in the kth channel can be written in
the following form�

ek�n � rTk �n hk � d
T
k �n� j� pk� ��

where

rk�n �

�
��

rpk �n
���

rpk �n�Lh��

�
�� �

hk �

�
��

hpk ��
���

hpk �Lh � �

�
�� �

dk�n �

�
��

dk�n
���

dk�n� Lp � �

�
�� �

pk �

�
��

pk��
���

pk�Lp � �

�
�� �

�The superscript T denotes transposition of a vector or matrix�
Moreover� the superscripts � and H denote complex conjugation
and conjugate transposition �rH � �r��T �� respectively�

and

rpk �n �

�
� r�k���n

r�k�n
r�k���n

�
� �

hpk�n �

�
� hk���k�n

hk�k�n
hk���k�n

�
� �

Assuming stationary data processes dk�m� k �
�� �� � � � �M � �� a time invariant channel c�n� and a
stationary additive noise process ��n� the criterion ��
becomes

hHk R
�k�
rr hk�h

H
k R

�k�
rd pk�p

H
k R

�k�
dr hk�p

H
k R

�k�
dd pk

�
�min�

��
where

R�k�
rr � E

�
r�k�n r

T
k �n

�
�

R
�k�
rd � E

n
r�k�n d

T
k �n� j�

o
�

R
�k�
dr � E

�
d�k�n� j� r

T
k �n

�
� �R

�k�
rd �

H �

R
�k�
dd � E

n
d�k�n� j� d

T
k �n� j�

o
�

��� Eigen�lter Method

According to ��� let us �rst �nd the optimal vector
hk for a �xed vector pk in the sense of ��� We get�

hopt � R
��
rr Rrd p� ��

Substitution of hopt into �� gives

� pH RH
rd R

��
rr Rrd p� p

H Rdd p
�
� min� ��

In order to avoid the trivial solution� we solve �� un�
der the condition pHp � �� For uncorrelated data with
correlation matrix Rdd � ��dI �� leads to the following
eigenvalue problem�

h
��dI � RH

dr R
��
rr Rrd

i
p � � p� ���

The optimal vector p is the eigenvector that belongs to
the smallest eigenvalue ��

��� Linear Set of Equations

An interesting alternative to the eigenvector solution
shown above is the extension of the �lter design method
in ��� to the transmultiplexer case� Here we solve ��

�In order to simplify the notation� the subscript k and the
superscript �k� are omitted in the following formulae�



under the condition p�� � �� In matrix notation our
criterion �� becomes

��� �pH �hH �
	
Rdd �RH

rd

�Rrd Rrr


 �
� �
�p
h

�
� �

� min� ���

where

pT � ��� �pT �� ���

For uncorrelated data with Rdd � ��dI � ��� leads to
the following linear set of equations for �p and h�

	
�Rdd � �R

H

rd

� �Rrd Rrr


 	
�p
h



�

	
�

rrd



� ���

where

Rdd �

	
��d �T

� �Rdd



���

and

Rrd �
h
rrd� �Rrd

i
� ���

Note that ��� can be solved e�ciently via parti�
tioned inversion or simply by adaptation�

��� Linear Set of Equations with Modi�cations

Although the solution to ��� in combination with
p�� � � gives optimal �lters in the sense of ��� a slight
modi�cation may be useful� In order to explain this� let
us �rst observe that for uncorrelated data �Rdd � ��dI
the upper part of ��� gives

��d �pk � � �R
�k�

rd �
H hk� ���

This means that the coe�cients in �pk are equal toLpk��
of the Lpk dominant subsequent values of the overall im�
pulse response �tk�k�n which describes the transmission
from input k to output k when the network is in use�

�tk�k�m � tk�k���m � hk���k�m � tk�k�m � hk�k�m

�tk�k���m � hk���k�m

���

If we want the impulse response pk�m to be equal to
allLpk dominant values of �tk�k�n� we have to re�compute
pk��� From the restriction

��d pk � �R
�k�
rd �

H hk ���

with

pTk � �pk��� �p
T
k �� ���

we get

pk�� �
�

��d
�r

�k�
rd �

H hk� ���

Advantages of this re�computation of pk�� are discussed
in ��� for the single channel case�

� EXAMPLES

In the following example a critically sampled systemwith
N � M � � was used� Without transmission channel
c�n the �lter bank allows almost perfect reconstruction�

Figure � shows an example for the impulse responses
t����m� t����m� and t	���m in the presence of a non�
ideal transmission channel c�n and for the remaining
impulse responses �t����m� �t����m� and �t	���m after pre�
�ltering� where

�t����m � t����m � h����m � t����m � h����m

�t����m � t����m � h����m � t����m � h����m

�t��	�m � h	���m

�t����m � t	�	�m � h	���m � t	���m � h����m

Note that �t����m has much higher energy than t����m�
Therefore� the relative reduction of crosstalk is much
higher than could be expected from the plots�

Figure � shows the SNRs in the �rd and �th data
channel for di
erent lengths Lp and Lh� Especially the
results for channel � show that the SNR can be dramat�
ically increased when going from MMSE equalization
�Lp � � to memory truncation �Lp � ��

� CONCLUSION

In this paper� new receiver concepts for data transmis�
sion with transmultiplexers based on memory truncation
were presented� The results show that memory trun�
cation leads to remarkably higher SNRs than MMSE
equalization� Therefore� a very good performance �even
in the case of critical channels can be expected from this
method�
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Figure �� Transmultiplexer with transmission channel and additive noise
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