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ABSTRACT

Most of the existing direction�of�arrival estimation algo�
rithms depend on decomposition of the covariance ma�
trix of the system which in turn require modeling of
the contaminating noise� In this paper� a higher�order
cumulant based algorithm for estimating the direction�
of�arrival of m narrowband far �eld sources impinging
on an array with n uniformly spaced sensors is proposed�
Due to the unique property of higher order cumulant�
the proposed method is shown to be at least theoreti�
cally independent of the additive Gaussian noise� The
algorithm �rst evaluates the �rth order cumulant from
the output of the system� By making use of these output
cumulants� we obtain a new vector in which its elements
are the coe�cients of an equation whose roots are the
DOA of the sources� The validity of the algorithm is
demonstrated by extensive computer simulations�

� INTRODUCTION

Estimation of channel matrix or identi�cation of un�
known sources from an observed signal array sensor have
attracted much attention recently���	
� The objective of
channel estimation is to derive the channel matrix from
the measurement which is usually corrupted by additive
noise� One of the applications of channel estimation is
to estimate the Direction�Of�Arrival �DOA� of a target�
Many dierent approaches have been proposed to tackle
the DOA estimation problem in the past decade� A well�
known class of methods� including the maximum likeli�
hood method��
� MUSIC��
 and ESPRIT��
� are based
on decomposing the covariance matrix of the sensor out�
puts that results in two orthogonal subspaces� namely
the signal subspace and the noise subspace� The DOAs
are then estimated by locating the minima of a certain
cost function� Estimation of the unknown parameters
by these approaches can be e�cacious if at least one
of the following conditions is satis�ed� The additive
noise is either spatially uncorrelated or white or col�
ored with known covariance� Unfortunately� such in�
formation is not always available a priori� Recently�
algorithms based on higher�order cumulant have been

designed such as the MUSIC�like and minimum vari�
ance estimators proposed by Porat and Friedlander��

and the one reported by Shamsunder and Giannakis��
�
Swami and Mendel�	
 also considered cumulant�based
algorithms for retrieval of harmonics under noisy envi�
ronment as well as for DOA estimation problems�
The motivations behind using higher�order cumulants

include� �rstly� cumulants of Gaussian distributed pro�
cesses higher than second order� irrespective to whether
the processes are white or colored or correlated� are iden�
tically zero� Secondly� the cumulant of the sum of lin�
early superimposed signals is the sum of the cumulant
of individual sources if the source signals are all inde�
pendent to each other� Therefore� a noisy system can
be treated as one operated in a noise free environment
if the additive noise is Gaussian distributed� Hence�
the estimation can be simpli�ed since neither modeling
of additive Gaussian noise nor estimation of the noise
covariance matrix is needed� However� nonlinear opti�
mization is necessary� which is rather complicated and
computational intensive� to obtain the solution�������
�
In this paper� we propose a cumulant based algorithm
for DOA estimation that does not require complex non�
linear optimization but simple root �nding that function
properly even under very noisy environment�

� THE ESTIMATION ALGORITHM

��� System Model

The noise free n�sensor�m�source system is given by

y�k� � A��� s�k� ���

where s�k� � �s��k� s��k� � � � sm�k�
 is the source vec�
tor and A��� is the parameter matrix containing the
DOA information

A��� � �a���� a���� � � � a��m�
 ���

where a��i� � �e������i� e������i� � � � e���n����i�
T and
�k��i� � c �k � sin �i for some constant c which is charac�
terized by the sensor array� When noise is present� the
system output� x�k�� can be written as

x�k� � A��� s�k� � w�k� ���



where w�k� is a complex Gaussian noise vector� The
task is to estimate the parameter matrix� which is also
known as the DOAs� of the system from the noise cor�
rupted data x�k�� Let us �rst introduce some basic as�
sumptions in which the algorithm is based on�

A��� s is a vector of m� � narrowband� zero�mean and
non�Gaussian sources with �nite �rth�order cumu�
lant�

A��� w is a vector of zero�mean additive Gaussian noise
with unknown covariance matrix�

A��� The signal sources are mutually independent�

A��� s and w are statistically independent�

It is intriguing to note that the requirement of the
covariance of w�k� to satisfy EfwwHg � ��I as in the
subspace methods is not needed in the proposed algo�
rithm�

��� Cumulants of Complex Processes

Although the kth order cumulants of real processes
are uniquely de�ned� this is not true for complex pro�
cesses� There are �k possible representations of com�
plex cumulants��
 which might aect the performance
of the estimation algorithm� The problem of complex
cumulant relies on the number of signals to be conju�
gated and which signal�s� should be conjugated� Swami
and Mendel�	
 de�ned the complex cumulant by con�
jugating exactly half of the total number of signals�
The fourth cumulant of s�� s�� s� and s� is de�ned as
cumfs��� s

�
�� s�� s�g� In our work� we adopt the above

de�nition of cumulant for complex processes� More�
over� the odd�order cumulants of zero�mean symmet�
rically distributed signals are zero� Consequently� even
order cumulants are used throughout the discussion�

��� The Proposed Algorithm

Denote the �rth cumulant of the sensor outputs
xl� � � � � � xl�r by Cl�l����l�r � cumfx�l� � � �x

�
lr
xlr�� � � �xl�rg

which is given by

Cl�l����l�r �

mX
i��

rY
j��

b
lj
i � ci ���

where

bi �

�
a�i if i � r

ai if i � r

and ci � cumf

rz �� �
si
��� � � �si

��

rz �� �
si� � � � � sig� It can be shown

that the �rth�order cumulants of the output of the sys�
tem satisfy

no�m��X
i�n�

Cl�l����l�r��i � yi�n� � Cl�l����l�r��lno�m
���

where

yi�����m���i

Cm
m�iX
j��

�
m�iY
k��

aljk

�
� i � �� �� � � � �m�� �	�

and r � � and ljk � f�� �� � � � �mg�

From the de�nition of yi� when m � �� we have y	 �
�a� a� and y� � a��a�� and whenm � �� y	 � a� a� a��
y� � ��a� a� � a� a� � a� a�� and y� � a� � a� � a��
Therefore� the output cumulants are related by yi and a
system of linear equation can then be formulated� From
the de�nition of yi� ai can be solved by putting yi as the
coe�cients of an equation whose roots are essentially ai�

Denote ���� as the estimated value of ���� the algorithm
can be formulated as follows�

�� Estimate the �rth order cumulants of the array out�
put from N snapshots�

�� Obtain a set of linear equations using ����

�� Express the linear equation in matrix form� we have

�QY � �C ���

where

�Q�

�
�����������������	

�C������
�C������ � � � �C�����m

�C������
�C������ � � � �C������m��

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
�C������n�m

�C������n�m��� � � �C������n��

�C�������
�C������� � � � �C�������m

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
�C�������n�m

�C�������n�m��� � ��C�������n��

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
�Cn���n�

�Cn���n� � � � �Cn���nm

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �
�Cn���n�n�m

�Cn���n�n�m��� � � �Cn���n�n��



������������������

���

and

�C �

�
�����������������	

�C�������m��

�C�������m��

� � � � � � � � � �
�C�������n

�C�������m��

� � � � � � � � � �
�C�������n

� � � � � � � � � �
�Cn���n��m��

� � � � � � � � � �
�Cn���nn



������������������

���

whilst Y � �y	 y� � � � ym��

T and yi are given by

�	�� Obtain Y from

Y � �Qy �C ����

where �Qy is the pseudoinverse of �Q�



�� Solve the equation whose coe�cients are the ele�
ments of Y� i�e�

am � ym��a
m�� � � � � y�a � y	 � � ����

The DOA of the system is then given by the roots of
�����

��� Discussion

There are a few issues about the algorithm that need
to be addressed� First� it has not been mentioned
how the number of impinging sources is determined�
The number of sources can be estimated by informa�
tion theoretical criteria such as AIC��
 or MDL���
�
Shamsunder���
 derived a cumulant�based source num�
ber detection method� In fact� the rank of the output
cumulant matrix can also provide an estimate ofm� The
output cumulant matrix is de�ned in a similar way as
the output covariance matrix� In the simulation below�
we use the rank to predict the number of sources�
Second� the computation requirement of the proposed

algorithm� apart from estimating the output cumulant�
requires singular value decomposition and root solving�
The �rst operation calculates the pseudoinverse of �Q
which in turn is used to evaluate the coe�cient vector
Y� The DOA is then estimated by solving the equa�
tion formed by the coe�cient vector Y� By deliber�
ately selecting or partitioning the Q matrix into square
matrices� the pseudoinverse is therefore replaced by the
ordinary inverse of a matrix which is much easier and
computationally more e�cient to be handled�
Last� if the signal sources are independent� ��� can be

rewritten as

no�m��X
i�no

CL � yi�no � CL�no�m ����

where L is the sum of the indices of the output cumulant
multiplied by y	� An example of such a generalized set
of equation can be obtained by �xing the �rst ��r���th

indices but varying the �rth index only� By so doing�
estimation of DOA for a system with equal number of
sensors and sources or a less�sensor�more�source system
is also possible�

� SIMULATION RESULTS

Simulations are performed to validate the algorithm�
The �rst simulation shows the performance of the algo�
rithm in two aspects� �rstly when additive white Gaus�
sian noise is present and secondly for dierent number
of snapshots� With the aforesaid assumptions� � uni�
formly distributed signals with equal power impinging
on � uniformly spaced sensors at DOAs ��� deg and ���
deg respectively were used� The estimation result of ��
Monte Carlo trials using dierent number of snapshots
under various SNRs are tabulated below�

Number of Snapshots
SNR ��� ��� ���� ����
� ������� ������� ������� �������

����� ����� ����� �����
�� ������ ������ ����	� �����

���� ���� ���� ���	
�� ������� ������ ������ ������

����� ����� ���� ����
� ������� ������� ������� ������

����� ����� ����� ����	
� ������� ������ ������� ����	��

���	� ����� ����� �����

Table �� Results for the proposed algorithm under white
Gaussian noise of a ��sensor���source system

Table�� showed that the performance of the algorithm
is satisfactory under dierent SNRs� The estimated
DOAs are accurate up to � signi�cant digits when ����
snapshots are used for SNR greater than �dB� With�
out the corrupting noise� the algorithm gives exactly the
true DOAs when the number of snapshots vary from ���
to ����� It is seen that the number of snapshots used
does not aect the performance of the algorithm signif�
icantly at high SNRs� The deviation of the estimates
from the true values� as expected� increases as the SNR
decreases� However� with su�cient snapshots� accurate
results can still be obtained under very low SNR�

Next� we test the algorithm when colored noise is pre�
sented� A system of � sensors and � sources is simulated�
The sources are uniformly distributed and with equal
power� The additive noise is colored Gaussian noise gen�
erated by some auto�regressive processes� The sources
arrived at the sensor array at ��� deg and �� deg respec�
tively� The simulation results of �� Monte Carlo runs
are tabulated in Table���

Number of Snapshots
SNR ��� ��� ���� ����
�� ������ ������ ������ ����	�

����� ����� ����� �����
�� ������� ������ ������ ������

����	 ����� ����� �����
� ������� ������� ������� �����	�

���	� ����� ����� �����
� ������� ������� ������� �������

����� �	��� �	��� �����

Table �� Results for the proposed algorithm under col�
ored Gaussian noise of a ��sensor���sources system

Accurate simulation results are obtained even at fairly
low SNRs� With ���� snapshots� the algorithm still



works pretty good when the SNR is as low as �dB� Fur�
thermore� it is seen that if SNR is su�ciently high� the
estimates seems to be less dependent on the number of
snapshots used� From the above tables� the performance
of the algorithm is comparable under both white noise
and color noise and as such the theoretical prediction is
veri�ed�
The last experiment revealed the performance of the

proposed algorithm when the number of sources equals
to that of sensors� It is worth to mention that such cases
cannot be estimated by traditional covariance based
methods����
� A ��sensor���source system is simulated�
Two independent uniformly distributed sources with
equal power impinging at the � sensors at ��� deg and ��
deg were used� The output of the sensor was corrupted
by additive color Gaussian noise� The Q matrix and the
C vector are de�ned by

Q �

�
	 C���� C����

C���� C����

C���� C����



� �C �

�
	 C����

C����

C����



�

The simulation results for �� Monte Carlo trials are
shown in Table���

Number of Snapshots
SNR ��� ��� ���� ����
�� ������� ������� ������� ������

����� ����� ����� �����
�� ������� ������� ������ �������

����� ���	� ����	 �����
� ������� ������� ������ �������

����� ����� ����� ���	�
� ����	�� ��	���� ������� �����

����� ���	� �	��� �����

Table �� Results for the proposed algorithm under col�
ored Gaussian noise of a ��sensor���source system

The algorithm works fairly well and accurate esti�
mates are obtained� Although the performance degrades
rapidly as compared to that of the � sensors system� this
experiment demonstrates the potential of the proposed
algorithm to estimate unknown sources using less sen�
sors�

� CONCLUSION

An DOA estimation algorithm based on higher�order
cumulant is proposed� The algorithm makes use of the
higher�order cumulants of the output of the sensor array�
By arranging the cumulants in a speci�c matrix form�
the nonlinear optimization required by other higher�
order cumulant based DOA estimation algorithms is
eliminated which makes it more computationally e��
cient� Simulation reveals that the algorithm can esti�
mate DOAs accurately under noisy environment�
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